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Abstract

In this thesis, we propose a general strategy for automated video surveillance that relies
on collaboration between the surveillance system and the user. Such collaboration enables
the user to help the system incrementally acquire the necessary context for truly robust
surveillance. The success of this strategy is dependent on the ability of the system to
identify novel instances of known or unknown classes that it does not understand. This, in
turn, allows the user to focus only on the observations with the highest uncertainty that
require interpretation.

Designing a real-time classification process that supports novelty detection is nontriv-
ial. The real-time constraint dictates computational simplicity, whereas novelty detection
requires a high dimensional feature space to aid in discriminating between the known and
unknown classes. The majority of this work focuses on the problem of simultaneously sat-
isfying these conflicting constraints. We consider these issues in the context of a relevant
surveillance task and evaluate the performance of the resulting classification process in the
CMU Cyberscout distributed video surveillance system.
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Chapter 1

Introduction

1.1 The Need for Automated Video Surveillance

The objective of surveillance is to monitor a given environment and report information
about relevant activity. Video surveillance typically involves using electro-optical sensors
to observe the environment. Video surveillance systems have predominantly been employed
to monitor activity within and around office buildings, airports and other facilities. A basic
video surveillance system consists of a collection of video cameras mounted in fixed positions
or on pan-tilt devices. The video streams are transmitted to a central location, displayed
on one or several video monitors and recorded. Security personnel observe the video to
determine if there is ongoing activity that warrants a response. Given that such events
may occur infrequently, detection of salient events requires focused observation by the user
for extended periods of time. Placing the burden of interpretation on the user imposes
severe limits on the number of sensors that can be effectively utilized and the amount of
information derived from the system.

Commercially available video surveillance systems attempt to reduce the burden on the
user by employing video motion detectors to detect changes in a given scene [25]. Video
motion detectors can be programmed to signal alarms for a variety of reasonably complex
situations. Yet the false alarm rate for most systems in typical environments is unacceptable.
In addition, programming the system to detect an event of interest is nontrivial and requires
a significant amount of user training [25]. Obviously this provides the user with little
additional benefit.

Ideally, a video surveillance system should only require the user to specify the objec-
tives of the surveillance mission and the context necessary to interpret the video in a simple,
intuitive manner. When in operation, the system should provide the user with timely assess-
ments of relevant activity that allow the user to affect the outcome of an ongoing event. For
many scenarios within the civilian and military sectors, real-time interpretation is required
for the information produced by the system to be valuable. Therefore the challenge is to
provide robust real-time video surveillance systems that are easy to use and are composed
of inexpensive, commercial off-the-shelf hardware for sensing and computation.

Given the capability to interpret activity in video streams in real-time, the utility of
a video surveillance system increases dramatically and extends to a larger spectrum of
missions. With such a system, a single user can observe the environment using a much
larger collection of sensors. In addition, continuous, focused observation of activity for ex-
tended periods of time becomes possible. As such capabilities mature, the roles of video
surveillance systems will encompass activities such as peace treaty verification, border mon-
itoring, surveillance of facilities in denied areas, hazard detection in industrial facilities and
automated home security.
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1.2 Understanding Activity in Video

Before one can begin to formulate a strategy for automating the video interpretation, it
is important to first consider the objectives of the surveillance mission. Generally when
monitoring a given area, we would like to answer the following questions.

• Is there any change in the scene?

• If so, what objects are moving about the environment?

• Where are they located?

• Where are they going?

• What are they doing?

When watching a video stream, how does one answer these questions? Each one of us has
a vast store of knowledge that we’ve acquired from past experience. Using this knowledge
base, we attempt to explain the video in terms of concepts we understand. We may also have
additional knowledge about the scene which helps us focus only on the relevant possibilities.
In short, we are applying context to derive the most likely explanation of the video data.

Automating this process involves defining a series of interpretation processes that incre-
mentally transform the pixel level description to a qualitative, semantic level description of
the activity. At each step, context is applied to achieve the transition. Context is generally
specified in the form of a parameterized representation and associated procedures for tasks
such as parameter adaptation and model evaluation.

Given the challenge of achieving real-time performance, system designers must give
careful thought to the types of representations employed. Typically the system designer
specifies and fixes the representations and the associated interpretation processes prior to
the deployment of the system so that the performance of the system can be optimized
for a particular mission. This implies the system is restricted to interpreting activity in
the environment in terms of the original context specified. When surveillance systems
are deployed in uncertain or changing environments, the necessary context to interpret
the environment cannot be completely defined beforehand. The system must have some
mechanism to incrementally learn context from the user.

1.3 Collaborating with the User: The Interpretation Cycle

When designing a classifier, the first step is to label a large set of examples so that the
classifier parameters can be estimated from the data during training. Such a process can
be very time intensive and may not be practically feasible especially once the system is
operational. What is needed is a procedure that allows the user to efficiently review ob-
servations made by the system, detect novel, informative events and update the classifier
using examples labeled by the user.

When the system is operational, we envision the following cycle of collaboration be-
tween the user and the system to achieve this objective. We have termed this process the
interpretation cycle which is illustrated in figure 1.1. At the beginning of the surveillance
mission, the user interactively labels a limited number of examples of events to be classified
by the surveillance system. Once the labeled examples are specified, the system designs a
classifier and begins to observe and interpret the environment in real-time. Since the system
is assumed to have incomplete knowledge of the environment, it evaluates its confidence in
classifications in order to identify novel instances of known classes or unknown classes. After
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Figure 1.1: The interpretation cycle

a certain amount of time, the user is asked to review and label some of the observations
that have the highest uncertainty. If a set of observations do not correspond to any of the
specified classes, the user may establish a new class. Using the additional labeled data, the
system reconfigures the classifier and the cycle continues.

1.4 Implementation Challenges

In order to realize the interpretation cycle for a given classification task, a series of issues
must be addressed.
Definition of a Flexible Representation for the Event
The selection of the representation is one of the most challenging design decisions in that
it impacts the entire process. The representation defines the vocabulary that will be used
by the system to characterize observed events. We need the representation to provide a
rich feature space that allows the system to discriminate between a wide range of events.
Since we do not necessarily know the spectrum of events the system will encounter, it may
be very difficult to specify a universal representation. At the same time, we must keep in
mind that our objective is to perform surveillance in real-time on a limited computational
budget. Therefore we must select a representation that strikes a balance between these two
objectives.
Specification of an Efficient Process for Real-time Classification and Confidence Assessment
Within the pattern recognition community, a myriad of techniques exist for classification
and confidence assessment. Unfortunately, many of these processes are not suitable for
real-time applications due to their complexity. Careful consideration must be given to the
design of the classification process in order to satisfy our objectives of reliably classifying
known events and rejecting unknown events in real-time.
Design of a Process for Efficient Incremental Learning through Interaction with the User
Given the amount of data that a distributed video surveillance system with a large number of
sensors will produce, the user requires techniques to efficiently identify the salient examples
which require user interpretation. Our goal is to minimize the number of system queries
required to obtain a classifier that meets the user’s performance requirements.
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1.5 Introduction 4

1.5 Overview of Related Work in Video Surveillance

The set of challenges outlined above span several domains of research. We will review the
majority of relevant work in future chapters where the research is considered in the context of
the specific problem at hand. In this section, we will focus on the video surveillance systems
discussed in the literature to understand the approaches pursued for various surveillance
missions.

Due to the functional similarities between the video surveillance systems discussed in the
literature, we begin by defining a general decomposition of the video interpretation process
so that we have a framework for comparing system capabilities. Table 1.1 decomposes the
video interpretation process into a set of task-independent and task-dependent processes.1

We define a task-independent process as one whose definition is independent of the specific
objectives of the surveillance mission. Low-level processes which derive features from the
video data are generally task-independent processes. The definition of a task-dependent
process, on the other hand, is dependent on the objectives of the surveillance mission. These
processes are responsible for mapping features derived from the video into event categories
that are meaningful and relevant to the user. Table 1.2 highlights which processes are
employed in the various video surveillance systems considered.

For most of the systems listed in table 1.2, the common objectives are to detect, classify,
track and localize objects of interest in the environment. Many of the systems also classify
activity by analyzing object actions and object interactions. The global objective for the
majority of these systems is to employ context specified prior to deployment to interpret
activity in real-time and present a clear picture of the activity to the user. No interaction
with the user takes place to discover new object classes and incrementally learn from the
observations.

The VIEWS system [17, 12] is the earliest video surveillance system listed that attempts
to describe activity in the scene using a model-based approach. VIEWS was designed to
operate in environments where almost all of the possible situations can be specified in
advance. The user provides camera models, a ground plane representation denoting the
salient regions of the environment, 3-D object models and behavior models. Using this
knowledge base, the system develops strategies offline to optimize the performance of the
system. During operation, VIEWS requires significant computational power to achieve real-
time performance. The objective of the PASSWORDS project [7, 16] was to provide similar
functionality to VIEWS using low cost parallel digital signal processors.

One of the most ambitious video surveillance programs was the Video Surveillance and
Monitoring (VSAM ) program [47] led by Carnegie Mellon University and Sarnoff Corpo-
ration. The objective of VSAM was to demonstrate efficient wide-area video surveillance
using a distributed network of electro-optical sensors. The CMU/Sarnoff system provided
the capability to detect, classify, track, localize and visualize objects within the known
environment. Calibrated cameras and a 3-D site model were used to localize objects ef-
ficiently by ray projection. Moving objects were classified into the categories of human,
human group and vehicle. Motion of individual humans was classified into the categories of
running and walking. Using the object location and class label information derived by the
system, object models were inserted into the site model to provide the user with a global
view of activity around the site.

Other video surveillance systems demonstrated under the VSAM effort included those
developed by MIT [31, 46] and Texas Instruments [25]. The MIT philosophy for video
surveillance deviates strongly from the typical approach in that they believe much of the
context necessary to analyze activity in a site can be derived from observation. Using

1The definitions of movement and activity classification follow from the decomposition of the motion
interpretation task proposed by Bobick [6].
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1.5 Introduction 5

Task-Independent Processes Definition

Change Detection Identification of regions in a given video frame that devi-
ate significantly from the expected intensity values

Region Localization Transformation of the 2-D image coordinates of the cen-
ter of an image region into the corresponding 3-D world
coordinates

Region Tracking Association of image regions nominated by the change
detector in consecutive video frames

Task-Dependent Processes Definition

Object Tracking Association of image regions nominated by the change
detector in consecutive video frames that match the object
model

Region Classification Classification of the image regions nominated by the
change detector

Movement Classification Classification of consistent, predictable object motions

Activity Classification Classification of statistical sequences of movements

Table 1.1: A general decomposition of the video interpretation process

robust change detection and region tracking procedures, Grimson et al. [31] demonstrate
the capability to self-calibrate a distributed network of sensors and construct rough site
models using motion cooccurrence to establish correspondence between the sensors. Object
and activity classification are achieved at a low level by clustering detections and tracks
with similar attributes. Invanov et al. [46] add a more sophisticated process for activity
classification to this system that uses a stochastic context-free grammar to recognize a set of
user defined events. The Texas Instruments system [25] is designed specifically to monitor
human activities within and around office buildings. The system detects and groups regions
nominated by the change detector into collections that are consistent with the size and shape
of a person. The detected people are localized and tracked and their track information is
stored in an object-oriented database termed the visual memory. The user can query the
visual memory to focus on various activities of interest and event alarms can be interactively
defined.

Toward Efficient Collaborative Classification
for Distributed Video Surveillance

Christopher P. Diehl
PhD Thesis, Carnegie Mellon University

December 2000



1.5
Introduction

6

System Change Region Region Object Region Movement Activity
Detection Localization Tracking Tracking Classification Classification Classification

VIEWS
√ √ √ √ √

PASSWORDS
√ √ √ √ √

VSAM/CMU Sarnoff
√ √ √ √ √

VSAM/MIT
√ √ √ √ √

Texas Instruments
√ √ √ √ √

Orwell et al.
√ √ √

Remagnino et al.
√ √ √ √ √ √

Foresti
√ √ √ √

W4/W4
AT

√ √ √

W4S
√ √ √ √

CMU Cyberscout
√ √ √ √

Table 1.2: Video surveillance system capabilities
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1.6 Introduction 7

Orwell et al. [57] define an agent-based architecture for video surveillance to simplify
the process of interpreting multiple video streams and integrating the results into a coherent
description of the scene. Within their system, there are two types of agents: camera agents
and object agents. Camera agents are responsible for detecting and tracking moving objects
in the video stream, updating the background model and creating object agents for stable
objects. Object agents are responsible for updating the estimate of the object trajectory and
communicating with other object agents to determine if there are multiple object agents for
the same object that should be merged. Remagnino et al. [63] present another agent-based
framework for automatically generating textual descriptions of activity in the scene. In
this system, behavior agents reason about the actions of individual objects while situation
agents assess the interactions among objects that are in close proximity. Bayesian networks
are employed to interpret the activity.

Foresti describes two video surveillance systems that detect, classify, track and localize
five object types in real-time. In [26], the statistical pecstrum (”specstrum”) is used to
obtain a representation of the object shape that is invariant to translations, rotations and
scalings. In [27], the specstrum is replaced by the statistical morphological skeleton in order
to reduce computational demands by employing a common representation for tracking and
classification. The object signatures used to design the classifier in [27] are derived from
3-D object models specified by the user.

Haritaoglu et al. discuss several variations of the W4 system in the literature that
are designed to detect people and track their body parts. The original system [35] tracks
the head, torso, arms and legs of upright people in real-time. W4S [36] integrates the SRI
stereo vision module with W4 to overcome problems caused by sudden illumination changes,
shadows and occlusions. W4

AT [37] adds a pan-tilt-zoom camera along with the capability
to detect moving objects while the camera is moving. Several other additions to W4 are
also presented that allow the system to track body parts in arbitrary postures [34], detect
and track groups of people [38] and detect and track objects carried by people [33].

1.6 Objectives of the CMU Cyberscout Program

In this thesis, we will be discussing the design of the interpretation cycle for the CMU
Cyberscout distributed surveillance system. Cyberscout consists of a collection of mobile
and stationary sensor systems designed to detect, classify and track moving objects in the
environment in real-time. Each sensor system consists of one or several electro-optical
cameras with associated desktop PCs to process the video streams, and wireless communi-
cations links to exchange information with other sensor systems. The Cyberscout system
is envisioned to operate in remote areas where prior knowledge of the environment is lim-
ited. Therefore we require the capability to obtain additional context from the user when
necessary in order to identify relevant moving objects in the scene.

Given that the sensor systems will be constrained in terms of available power and com-
putation, efficiency in the interpretation cycle is of the utmost importance. In the Cyber-
scout program, our goal is to demonstrate collaboration at various levels in the system to
simplify the interpretation. At the lowest level, collaboration occurs between the various
interpretation processes running on a given sensor system. Collaboration will also occur be-
tween processes running on different sensor systems. The final level of collaboration occurs
between the system and the user.

Within the context of this thesis, collaboration will simply imply information exchange.
Yet collaboration can involve the coordination of sensing, computation and communication
resources distributed across the collection of sensor systems [23]. Since the necessary in-
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1.7 Introduction 8

frastructure does not currently exist to perform multi-sensor collaborative classification, we
will be focusing on collaboration between the user and a single sensor system.

1.7 Thesis Overview

This thesis can be decomposed into two major sections: theory and experiments. In the
next two chapters, we define the elements of the classification process and the principles for
realizing the process. Chapter 2 provides an overview of the design. Chapter 3 addresses
the details of learning to classify the image sequences from the data.

In the following three chapters, we investigate whether the classification process sup-
ports effective image sequence classification, novel image sequence detection and incremental
learning in the context of a relevant surveillance task. Chapter 4 addresses the design and
evaluation of the image classifier. Chapter 5 examines the design of the image sequence
classifier and the classification and novelty detection performance of the entire process.
Chapter 6 considers the relevance of the novelty detection process for efficient incremental
learning.

Chapter 7 addresses the implementation of the classification process in the CMU Cyber-
scout system. Chapter 8 presents concluding remarks, contributions and avenues for future
research.
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Chapter 2

Classification Process Design

2.1 Overview

In this chapter, we will discuss the design of the classification process. We begin by specify-
ing the general design requirements for the process. Then we discuss the design philosophy
we believe will allow us to achieve these goals. Finally, we begin defining the elements of
the classification process.

2.2 The Perception Processes

On each sensor system within the Cyberscout distributed video surveillance system, three
processes interpret the video streams. The change detection process compares the incoming
video frames with an adaptive background model and nominates regions with significant
intensity change. The region tracking process attempts to match the candidate motion
regions with regions from previous frames. Region tracking processes running on different
sensor systems also communicate to determine if there are multiple regions being tracked
that correspond to the same object. Example image sequences produced by the change
detection and region tracking processes are shown in figure 2.1. The classification process
labels a given image sequence as one of several object classes and assesses its confidence in
the classification. The classification process also exchanges information with other classifi-
cation processes in order to synthesize global decisions that are based upon all observations
of the objects in the environment.

2.3 The Design Philosophy

In this thesis, we will focus on designing the classifier responsible for efficiently labeling the
image sequences collected by a given sensor system. Our objective will be to simultaneously
optimize the following parameters.

• Computational Complexity

• Classification Performance

• Rejection Performance

The issue of computational complexity will be the dominant concern in the design. Given
that our goal is to deliver information about ongoing activity to the user in real-time,
complex processes are not acceptable. We will strive to optimize the classification and
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2.3 Classification Process Design 10

Figure 2.1: Example image sequences

rejection performance using the limited computational budget available. Simplicity will be
stressed whenever possible.

Our approach to minimizing the burden of interpretation focuses on reconsidering how
the sensing and interpretation processes should interact. Often algorithm designers assume
that a classifier is provided with only one image to assess the nature of a particular object.
Therefore they may attempt to obtain robustness to a variety of possible distortions by
utilizing elaborate processes which are computationally expensive. Yet such classification
processes are not well matched to the sensing process.

Surveillance systems generally sense the environment on a continuous basis. Therefore a
classification decision need not be made after each sensor collection. If a particular collection
yields an image that is ambiguous, there is no need to spend a significant amount of com-
putation attempting to compensate for distortions which may have caused the ambiguity.
Using a low complexity classifier with a measure of classification confidence, the system can
resolve ambiguity by collecting imagery until a classification decision with an appropriate
level of confidence can be made. Such a classification process is ideal for a distributed video
surveillance system since multiple sensors can focus on an object in the environment from
different locations, thereby increasing the likelihood of obtaining discriminating views dur-
ing a particular collection. Through such a process, we believe we will be able to mitigate
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2.4 Classification Process Design 11

the effects of malicious or ambiguous data while minimizing the computational demands on
the sensing systems.

In order to specify the image sequence classification process, the following components
must be defined: the representation of the image sequence, the classifier’s decision process
and the procedure for learning the classifier from the data. We consider each of these
components next.

2.4 The Image Sequence Representation

The role of the representation is to provide a description of the image sequence that cap-
tures the necessary information for classification in a form that simplifies the process. The
spectrum of possible representations can be partitioned into two types: model-based and
appearance-based representations. A model-based representation consists of a user-defined
parameterized model of a given object class and a procedure for estimating the model pa-
rameters from the image sequence. An appearance-based representation is a set of features
derived from the image sequence through some transformation of the data. Model-based
representations are limited to domains where the object classes have well defined geometric
structures that can be easily parameterized. Appearance-based representations do not have
this limitation which makes them applicable to a larger set of classification problems. Since
we would like the user to be able to define new object classes simply by providing labeled
image sequences, we will pursue an appearance-based representation.

When defining an appearance-based representation, the challenge is to specify a repre-
sentation that is relatively insensitive to variations in the image data caused by changing
environmental conditions and object-sensor configurations. Examining the image sequence
examples in figure 2.1, one can observe several sources of variability that we must contend
with. Images within a given sequence vary in size due to changes in object aspect and
shape. Images also vary in resolution as the range from the object to the sensor changes.
Object positions within the image are offset when partial detections or other image varia-
tions occur. Other challenges are caused by occlusion, lighting variation and nonuniform
sampling of the environment.

In order to avoid the ill effects of these processes, there are two strategies one can pursue
in the design of the representation. One option is to simply ignore features of the image
sequence that the designer believes will not provide consistent, relevant information for
classification. 1 Another option is to normalize the representation in a manner that removes
or reduces the unwanted variability. We will employ both strategies in the definition of our
representation.

When assessing the value of a given feature to the task, we must also consider the
computational cost relative to the potential gain offered. Let us consider the value of
the spatiotemporal information provided by the image sequences. In certain scenarios,
the variation in appearance of the object over time can provide additional features for
discriminating between object classes. Such features can be especially valuable in cases
where only low resolution video of the object is available [21]. Yet in order to exploit this
information, significant effort will be required to compensate for the malicious effects caused
by changes in the environment, occlusion and nonuniform sampling. At the same time, the
data requirements for acceptable generalization performance will be substantial since the
system must learn to classify appearance variations at various resolutions and aspects.

1Prior to designing the classifier, the assessment of a feature’s relevance to the task can not be conducted
in a systematic manner. We must rely initially on the experience of the designer to guide the selection of
the representation. Following the design, the relevance of the specified features can be assessed rigorously
when a differentiable classifier is used [20, 39].
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2.5 Classification Process Design 12

Given that in the majority of cases, the spatial features will provide enough information for
classification, we will avoid exploiting the spatiotemporal features due to the anticipated
adverse effects on system performance.

By limiting our focus to spatial features, the representation design task becomes one
of defining an image representation. Over the years, countless representations have been
proposed for characterizing the shape and intensity variation in image regions. Generally
the goal is to define some low dimensional representation of the image that reduces the com-
plexity of the classification task. By performing dimensionality reduction prior to designing
the classifier, one does not know if information that is relevant to the classification task
is being eliminated. Therefore we would like to limit the transformations of the data per-
formed prior to designing the classifier and learn a feature set that preserves the necessary
information for classification.

In cases where the set of possible object classes is unknown a priori, the representation
should provide a rich description that allows the system to discriminate between the known
object classes and other unknown objects. In recent work on appearance-based object detec-
tion and classification in static imagery, excellent performance has been achieved by classify-
ing the images directly or features derived from the images through information-preserving
transforms. Schneiderman [72] constructed detectors for faces and cars by modeling the
class-conditional probability densities for a wavelet coefficient representation of the images.
Papageorgiou [58, 60, 59] trained support vector machines to detect pedestrians and faces
using wavelet coefficients derived from an overcomplete Haar wavelet dictionary. Roobaert
[65, 66] trained linear support vector machines to successfully discriminate between a large
number of object classes using the images directly.

Since we are not faced with the challenge of classifying objects embedded in complex
backgrounds as in [72, 58, 60, 59], we will work directly with the images. In order to obtain
robustness to scale variations, we will resize the images so that the largest dimension is a
fixed dimension N . Then we will zero pad the original image to construct a square N×N
pixel image with the original image in the center. By using this representation, we are
not attempting to counter scalings or translations caused by partial detections or image
variations that are included in an image region. Our assumption is that such events are
transients that will not persist throughout the entire image sequence. Therefore robustness
to such distortions will come from continuous sensing from multiple perspectives. In a later
chapter, we will reconsider this topic in further detail when discussing the issue of image
normalization.

2.5 Image Sequence Classification

Now that we have defined an initial representation, we will address the problems of learning
to classify the size-normalized image sequences and assigning confidence levels to the clas-
sifications. As we discussed in the previous section, the classification process will consider
only the spatial features of each image in order to determine the appropriate class label for
the image sequence. The order of the images in the sequence will not influence the classi-
fication process. Under this constraint, the classification of an image sequence becomes a
two-step process. In the image classification phase, a given image is analyzed to determine
the likelihoods of the various classes. Then in the sequence classification phase, the evidence
from the classification of the current image is integrated with past evidence to produce an
overall decision with a confidence level. In this section, we will consider two approaches for
learning an approximation to the Bayes-optimal image sequence classifier.
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2.5 Classification Process Design 13

2.5.1 The Probabilistic Approach

In order to classify image sequences and estimate classification confidence, a natural ap-
proach is to estimate the a posteriori class probabilities P(ωk|S). The Bayes-optimal class
label ω∗ for the image sequence S = {S1, S2, . . . , SM} is defined as

ω∗ = argmax
ω∈{ω1,ω2,...,ωC}

P
(
ω|S1, S2, . . . , SM

)
(2.1)

and classification confidence is generally expressed in terms of the probability of correct
classification PCC|S = P

(
ω∗|S1, S2, . . . , SM

)
. According to Bayes’ rule, the a posteriori

class probabilities P
(
ωk|S1, S2, . . . , SM

)
can be expressed as

P
(
ωk|S1, S2, . . . , SM

)
=

ρ
(
S1, S2, . . . , SM |ωk

)
P(ωk)

ρ (S1, S2, . . . , SM )
(2.2)

=
ρ
(
S1, S2, . . . , SM |ωk

)
P(ωk)

C∑
c=1

ρ (S1, S2, . . . , SM |ωc) P(ωc)
. (2.3)

Therefore in order to specify the Bayes-optimal classifier, the class prior probabilities P(ωk)
and the class-conditional image densities ρ

(
S1, S2, . . . , SM |ωk

)
must be defined. To sim-

plify the definition of the densities, we enforce the constraint that the classifier should be
invariant to the ordering of the images. In order for the invariance to hold, we will assume
the following form for the class-conditional image densities

ρ
(
S1, S2, . . . , SM |ωk

)
=

M∏
i=1

ρ
(
Si|ωk

)
(2.4)

which implies the images in the sequence are independent. By imposing this independence
assumption, the partitioning of the image sequence classification process becomes clear.
Classifying the individual images amounts to evaluating the class-conditional image densities
ρ
(
Si|ωk

)
for all possible object classes. Then classifying the sequence involves simply

applying Bayes’ rule to integrate the evidence and determine the most likely object class.
Obviously the assumption of independence is far from reality, so one may be concerned
about the performance of such a classifier. Yet let us suspend our disbelief for a moment
and probe deeper.

Consider the problem of learning the class-conditional image densities from the labeled
image sequences. The standard assumption invoked in such a task is that the labeled
examples result from independent, identically distributed trials. Clearly the images in a
given sequence fail to satisfy this assumption. If we attempt to learn the densities from the
set of image sequences, the density of images throughout image space would be related to
the lengths of the training sequences, which are determined by the movement of the objects
in the scene and the field of view of the sensor. This implies that we would have little hope
of the estimated densities converging to meaningful distributions. Therefore we need to
investigate another approach.

2.5.2 Partitioning Image Space

Let us step back for a moment and consider the classification problem in general terms.
Classification involves mapping feature vectors in a given feature space to one of several
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2.5 Classification Process Design 14
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Figure 2.2: A sample partition

class labels. Given a set of feature vectors along with their corresponding class labels, the
goal is to learn an approximation to the mapping represented by the training data. In
most real-world problems, the actual mapping is not deterministic. A given feature vector
is mapped stochastically to one of several class labels. Therefore one attempts to learn a
deterministic mapping with the minimum expected value of a given risk measure. The most
common risk measure employed in classification problems is the probability of error which
leads to the Bayes-optimal classification procedure.

Learning an approximation to the mapping represented by the training data can be
thought of as learning a partition of the feature space into a set of C decision regions. Each
decision region Rk is defined as the collection of all points in the feature space that map to
the class ωk. In cases where the classifier is allowed to reject feature vectors, the partition
will contain an additional decision region Rreject containing all feature vectors that can not
be classified with an acceptable level of risk.

By learning approximations to the class-conditional image densities, we are learning an
approximation to the Bayes-optimal partition indirectly. With few exceptions, the quality of
this approximation will be less than ideal since the objective is to approximate the densities
instead of the decision regions [44, 22]. Therefore one may question the motivation for
estimating the densities. If the approximation to the Bayes-optimal partition is poor, the
rejection performance for the approximate partition will likely be far from optimal as well.

So instead of attempting to learn class-conditional image densities, our objective will be
to learn a partition of the image space directly with a low probability of error. Figure 2.2
illustrates our objective graphically. Given a set of training images and their corresponding
class labels, we want to learn a partition that maps regions of image space to one of the
specified object classes where significant data exists to support the decision. In other regions
of image space where little to no data exists, feature vectors will be rejected. Given that
the classifier will never have complete knowledge of the objects in the environment, the
rejection capability will be important for the detection of unknown objects and novel views
of known objects.
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2.6 Classification Process Design 15

2.5.3 Classifying Class Label Sequences

As the image classifier processes a series of images of a given object, a sequence of class
labels is produced. Based on this class label sequence, we wish to assign a class label to
the image sequence along with a level of classification confidence. The class label sequence
provides two types of information. First, a set of possible class labels is obtained along with
the relative frequencies of occurrence of each class label. In addition, the sequence captures
the transitions between the class labels as the appearance of the object changes over time.
The question we wish to address at this point is whether the class label distribution is
sufficient to reliably classify image sequences of known objects and detect image sequences
of unknown objects and novel views of known objects.

Whether or not the class label distribution is sufficient is actually determined by the im-
age representation and the partition. In order to reliably classify known objects and detect
unknown objects and novel views of known objects based on the class label distribution,
we must be able to successfully discriminate between such examples in image space. If the
combination of image representation and partition provides the necessary discrimination
power, the class label distributions induced by known objects, unknown objects and novel
views of known objects will be sufficiently separable in class label distribution space. Ideally
one would hope that the image classifier reliably and consistently classifies or rejects the
images in a given sequence as illustrated in figures 2.3(a) and (b), thereby simplifying the
image sequence classification task. Yet the reality is that image sequences will often induce
a mixture of classifier outputs as illustrated in figure 2.3(c) indicating classifier confusion.
When classifier confusion does occur, our ability to discriminate between known and un-
known objects does not necessarily decrease significantly. As we shall see later, certain
unknown object classes may actually display patterns of classifier confusion that are differ-
ent from those associated with the known object classes. Therefore the task of identifying
the unknown object image sequences remains tractable.

Since it is not clear what additional patterns could be efficiently exploited in the history
of the class label transitions, our approach to sequence classification will entail mapping
class label distributions to one of the known object classes. One possible solution involves
simply selecting the class label that occurs most frequently and using the fraction of labels
corresponding to the most frequent class label as a measure of confidence [52]. Although
we expect such a rule will generally work well for classification, the measure of confidence
is suspect due to the dependencies in the image sequence. At the same time, the type of
classifier confusion is ignored in the assessment of confidence. Instead of using this heuristic,
we will learn a partition of the class label distribution space from the training data and
classification confidence will be assessed in a more principled manner. We will withhold our
discussion of classification confidence until later, since our approach is connected with the
learning procedure.

2.6 Conclusions

When the available computational resources are constrained, we must think carefully about
leveraging the capabilities of the surveillance system to maximize the performance of the
classification process. In this chapter, we have argued that the ability to continuously
observe moving objects over time from a variety of perspectives is the key to meeting
our performance objectives. Instead of using a complex process to resolve ambiguity in
individual images, we will employ a low complexity process to classify objects over time as
they are observed.

The overall classification process will be decomposed into two classification tasks: im-
age classification and class label distribution classification. The image classifier will label
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Figure 2.3: Examples of image sequence class label distributions: (a) confident classification:
vast majority of the images lie in one decision region (b) consistent rejection: significant
fraction of the images lie in the rejection region (c) classifier confusion: images distributed
over two or more regions
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2.6 Classification Process Design 17

size-normalized images in order to support classification of known objects and rejection of
unknown objects and novel views of known objects. The class label distribution classifier
will label image sequences and assess classification confidence based upon the type of class
label variation. We will learn each of these partitions directly from the data using the
learning strategy developed in the following chapter.
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Chapter 3

Learning Theory

3.1 Overview

In order to learn the image and class label distribution classifiers, we must address the same
general learning problem. In this chapter, we will present the mathematical definition of
the problem. Then we will discuss the theory of large margin classification and its rele-
vance to the problem. We will review the current techniques for large margin classification
and evaluate the suitability of each method in the context of the design objectives. After
selecting a technique to serve as the baseline learning algorithm, we will introduce several
modifications to the learning procedure that are necessary to address specific challenges
associated with the image sequence classification task. Finally, we will explore the issues of
confidence assessment and rejection within the proposed classification process.

3.2 Learning a Partition of Feature Space

3.2.1 Learning Indicator Functions in Feature Space

For both classification tasks, our objective is to learn a partition of the given feature space
directly with a low probability of error. This can be thought of as learning a set of C
indicator functions Iωk(X|θ) in feature space which are defined as

Iωk(X|θ) =
{

1 if X ∈ Rk(θ)
0 otherwise.

(3.1)

The general risk measure we would like to minimize with respect to the function parameters
θ is

1− EX,Ω [IωX (X|θ)] . (3.2)

In order to define the indicator functions, we must specify some parameterized repre-
sentation of the partition of feature space. The general approach we will follow involves
defining a set of C discriminant functions gk(X|θ) where

gk(X|θ)−max
i,i�=k

gi(X|θ) > 0 (3.3)

when the example X maps to the class label ωk [24]. The set of examples satisfying equa-
tion 3.3 define the decision region Rk(θ). In order to define the rejection region, examples
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3.2 Learning Theory 19

within a certain region about the decision boundaries will be rejected. For a given class ωk,
all examples that lie within the portion of the decision region Rk defined by

0 ≤ gk(X|θ)−max
i,i�=k

gi(X|θ) ≤ δRk (3.4)

will be rejected. Confidence in the classification is assumed to increase as the difference

gk(X|θ)−max
i,i�=k

gi(X|θ) (3.5)

becomes increasingly positive. Therefore in regions close to the decision boundary, where the
difference between the largest and next largest discriminant function is small, the resulting
classifications are assumed to be unreliable. Later in this chapter, we will revisit the issue
of rejection in order to address this strategy in more detail.

Based on these definitions, the indicator function Iωk(X|θ) is defined as

Iωk(X|θ) =
{

1 if gk(X|θ)−max
i,i�=k

gi(X|θ) > δRk

0 otherwise.
(3.6)

To specify the indicator functions completely, we must first select a parametric functional
form for the discriminant functions. This defines the set of candidate partitions of the
feature space known as the hypothesis class. Then we must estimate the parameters θ and
δRk defining a partition that will generalize well to unseen examples.

3.2.2 Empirical Risk Minimization

When learning a classifier from a set of training examples, our general goal is to minimize the
expected value of a given loss function L(X,ω, θ) with respect to the classifier parameters
θ. Typically this is achieved by minimizing the empirical risk functional [82]

Remp(θ) =
1
N

N∑
j=1

L
(
Xj ,ωj , θ

)
(3.7)

over the training data
{(

X1,ω1
)
,
(
X2,ω2

)
, . . . ,

(
XN ,ωN

)}
. Within the neural network

community, the common loss functions employed include the squared error, Minkowski
error and cross-entropy [5]. By employing these error measures, minimizing the empirical
risk functional amounts to learning an approximation to the a posteriori class probabilities
P(ωk|X) [42][44, Ch. 2]. In order to minimize the error rate on the training data directly,
the empirical risk functional to minimize is

Remp(θ) =
1
N

N∑
j=1

1− Iωj
(
Xj |θ

)
(3.8)

= 1− 1
N

N∑
j=1

Iωj
(
Xj |θ

)
. (3.9)

Let us consider the merits of selecting a partition by minimizing the error rate over the
training set, assuming for the moment that we can identify the global minima of the above
risk functional. In the limit of infinite training data, the minimum of the empirical risk
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3.2 Learning Theory 20

functional converges to the minimum risk achievable with the specified hypothesis class if
the hypothesis class satisfies the conditions detailed in [82, Ch. 2]. When a limited amount
of training data is available, minimizing the empirical risk functional does not guarantee
that the actual risk of the resulting partition is close to the minimum achievable risk. The
success of empirical risk minimization is determined by the capacity of the hypothesis class
[19] which refers to the richness of the set of possible partitions in the hypothesis class. As
the capacity increases, the number of partitions in the hypothesis class that minimize the
empirical risk functional increases, thereby increasing the likelihood of significant deviations
between the training error and the generalization error. Therefore in order to achieve
acceptable generalization performance, it will be imperative to control the capacity of the
hypothesis class.

3.2.3 Bounding the Expected Risk

Vapnik and Chervonenkis developed a rigorous measure of the capacity of a set of indicator
functions and a family of bounds characterizing the generalization performance of a classifier
[82]. We will focus on the following bound on the expected risk R(θ) [32, 11] which states
that with probability 1− η

R(θ) ≤ Remp(θ) + ε(N,h, η) (3.10)

where

ε(N,h, η) =

√
h
(
log

(
2N
h

)
+ 1

)
− log

(η
4

)
N

(3.11)

and N > h. The bound on the deviation ε(N,h, η) is a function of the number of training
examples N , the confidence parameter η and the Vapnik Chervonenkis (VC ) dimension h

of the classifier. The VC dimension of a set of indicator functions F = {I(X|θ)} is the
maximum number of points in the feature space X that can be shattered by the set F . A
set of points is shattered by the set F if all possible labelings of the points can be realized
by F . We refer the interested reader to [11, 19] to learn more about the VC dimension.

The bound in equation 3.10 rigorously illustrates the tradeoff that must be made in
order to obtain a classifier that generalizes well when limited training data is available. As
the capacity of the hypothesis class is increased, the empirical risk either remains constant
or decreases. At the same time, the VC Confidence ε(N,h, η) increases monotonically with
increasing VC dimension. Therefore the designer must find a suitable balance between the
empirical risk and the capacity in order to minimize the bound on the expected risk.

3.2.4 Controlling the Capacity

Typically several steps are taken to control the capacity of the hypothesis class. Before
learning a classifier, designers often employ some technique for dimensionality reduction
which involves transforming the training data into a lower complexity representation. By
reducing the dimensionality of the training data, the number of parameters in the discrimi-
nant functions is reduced. The designer may also adjust the complexity of the discriminant
functions by modifying the structure. This can amount to varying the number of kernels in
a radial basis function network or the number of hidden units in a multi-layer perceptron.
Finally, if the capacity must be further constrained during the learning process, regular-
ization techniques such as weight decay can be used to penalize overly complex partitions
of the feature space. In general, the classical approach has been to minimize the number
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γ

γ

Figure 3.1: Margin of a linearly separable training set

of parameters without excessively hindering performance on the training data in order to
obtain a partition that generalizes well.

This approach is entirely consistent with the approach suggested by VC theory. Yet
within the last decade, a new class of learning procedures has emerged that seemingly con-
tradicts VC theory while providing state-of-the-art classification performance on a broad
spectrum of problems. The methods are referred to as techniques for large margin classifi-
cation. In the following sections, we will consider general properties of these methods along
with specific approaches for learning large margin classifiers. We will assess the suitability
of these methods for learning partitions that satisfy our requirements.

3.3 Large Margin Classification

3.3.1 Rosenblatt’s Perceptron

The roots of large margin classification trace back to the earliest work in statistical learning
theory that focused on the first learning machine introduced by Rosenblatt: the perceptron.
The perceptron is a thresholded linear machine g(X|θ, θb)

g(X|θ, θb) = sgn (θ·X + θb) (3.12)

defined by the parameters (θ, θb) and trained online by incrementally adjusting the param-
eters as the machine misclassifies the training examples [67]. The perceptron partitions a
given feature space X into two half spaces using a hyperplane and is guaranteed to find a
partition that classifies the training data without error if the training set is linearly sepa-
rable.

Soon after the perceptron’s introduction in the early sixties, Novikoff [56] proved the
following result about the perceptron. Let R = max

i
‖Xi‖. Suppose γ is the largest real
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number satisfying the condition

Y i
(
θ·Xi + θb

)
≥ γ > 0 (3.13)

for all training examples
{(
X1, Y 1

)
,
(
X2, Y 2

)
, . . . ,

(
XN , Y N

)}
when ‖θ‖ = 1 and Y i ∈

{−1, 1}. Then the number of mistakes made by the perceptron learning rule on the training
set is at most (

2R
γ

)2

. (3.14)

γ is referred to as the margin of the training set. R is the radius of the smallest sphere that
encloses all of the training examples.

To understand the concept of the margin, let us consider the geometric interpretation
of the left hand side of equation 3.13. Given

Y i
(
θ·Xi + θb

)
> 0, (3.15)

we know

Y i
(
θ·Xi + θb

)
=

∣∣Y i
(
θ·Xi + θb

)∣∣ (3.16)

=
∣∣θ·Xi + θb

∣∣ (3.17)

since Y i ∈ {−1, 1}. Let us define the vector X0 that is parallel or antiparallel to θ and lies
on the decision boundary defined by the hyperplane

θ·X0 + θb = 0. (3.18)

Substituting for θb, we find

Y i
(
θ·Xi + θb

)
=

∣∣θ·(Xi −X0)
∣∣ . (3.19)

When ‖θ‖ = 1,
∣∣θ·(Xi −X0)

∣∣ equals the distance from the training example Xi to the
decision boundary. This implies that if equation 3.13 is satisfied for all training examples,
the training data can be separated by a hyperplane such that all training examples are at

least a minimum distance γ from the hyperplane. The quantity
(
R
γ

)2
therefore provides a

measure of maliciousness by comparing the spread of the training set in the feature space
to the maximum separation achievable between the classes. As we shall see, this is a mea-
sure that has reappeared in recent work attempting to explain the excellent generalization
performance of large margin classifiers.

3.3.2 Maximizing the Margin

As stated in the previous section, the perceptron learning procedure is guaranteed to pro-
duce a hyperplane that classifies the training set without error if the training set is linearly
separable. Since there are typically numerous partitions that achieve error free classifica-
tion when the training set is linearly separable, the perceptron learning procedure will not
produce a unique solution. Some additional risk measure is needed to rank the partitions
that minimize the error rate on the training set. One strategy is to maximize the distance
between the hyperplane and the training examples that are closest to the hyperplane. The
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hyperplane that achieves the maximum separation is referred to as the maximal margin
hyperplane.

Let us return to the risk bound from VC theory in order to analyze the generalization
performance of the maximal margin classifier. Recall that the expected risk R(θ) is bounded
by

Remp(θ) + ε(N,h, η) (3.20)

with probability 1− η where

ε(N,h, η) =

√
h
(
log

(
2N
h

)
+ 1

)
− log

(η
4

)
N

. (3.21)

Given the maximal margin classifier separates a linearly separable training set without error,
Remp(θ) = 0. Therefore the expected risk is bounded solely by the VC confidence ε(N,h, η).

The only remaining quantity to specify is the VC dimension h. As we discussed previ-
ously, the VC dimension is a measure of capacity that refers to the maximum number of
points that can be shattered by the set of indicator functions. For the set F of all possible
hyperplanes in R

m, the maximum number of points that can be shattered is m+1 [24, 11].
Therefore the risk bound for a hyperplane that partitions the training set without error is

R(θ) ≤

√√√√(m+ 1)
(
log

(
2N
m+1

)
+ 1

)
− log

(η
4

)
N

(3.22)

for N > m + 1. As one would expect, the bound states that as the dimensionality of the
feature space increases, the number of training examples must increase proportionately if
we are to have any hope of generalizing to unseen examples. At the same time, it suggests
that as the dimensionality of the feature space tends toward infinity, we will never have
enough data to generalize well with high probability.

Now let us consider the VC dimension of the set of hyperplanes G that achieve a margin
γ in R

m. Due to the additional constraint placed on the set of admissible partitions, we
expect that the VC dimension of the set G is smaller than the VC dimension of the set
F . In fact, Vapnik [81] has shown that the VC dimension for the set of hyperplanes that
achieve a margin γ in R

m is bounded by

h ≤ min

((
R

γ

)2

,m

)
+ 1. (3.23)

This is a remarkable result in that it suggests the maximal margin classifier has the potential
to generalize well even in infinite dimensional spaces if the distribution of the data is benign.

Notice once again that the measure
(
R
γ

)2
is intimately connected with the generalization

performance of the learning procedure. This quantity is an upper bound on the scale-
sensitive VC dimension (fat shattering dimension) which is defined as the largest number
of points that can be shattered by a set of indicator functions with margin γ [19].

In the last few years, a number of other data-dependent generalization bounds based
on various measures of the margin have been presented [19] that are independent of the
dimensionality of the feature space. These bounds are very intriguing in that they suggest it
is possible to avoid the curse of dimensionality without reducing the number of parameters
in the discriminant functions. By maximizing the margin of the classifier in the feature
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space, the capacity of the hypothesis class can be effectively controlled. At the same time,
the bounds also indicate that it may be possible to improve generalization performance by
increasing the dimensionality of the feature space. Such a notion completely contradicts
traditional approaches to classifier design. Yet a variety of experiments have demonstrated
that increasing the dimensionality can actually lead to improvements in performance when
the capacity is controlled through maximization of the margin [59, 60, 71].

The implication of these results is very important in the context of the image classi-
fication task. Traditionally, the definition of a low dimensional image representation has
been an important step in the design of an image classifier since high dimensionality will
generally guarantee poor generalization performance when limited training data is available
and classical learning techniques are employed. Based on the studies of generalization that
incorporate some measure of the complexity of the sample, we now see that dimensional-
ity reduction is not a prerequisite to achieve improvements in generalization. With large
margin classification techniques, it may be possible to effectively classify images of known
objects in high dimensional feature spaces that preserve enough discriminant information
to support the rejection of unknown objects and novel views of known objects.

The degree of our success will be determined by the complementary nature of the repre-
sentation and the hypothesis class. In essence, we are in search of an effective combination
of high dimensional representation and hypothesis class that admits a succinct description
of the partition. The scale-sensitive VC dimension is one such measure that captures the
complexity of the resulting description for linearly separable problems. Other margin-based
measures have been used to establish bounds on the generalization performance when the
training set cannot be classified without error, further establishing the theoretical under-
pinnings for the success of large margin classification [19].

3.4 Techniques for Large Margin Classification

In this section, we review three classes of large margin classification procedures: support
vector machines, boosting and differential learning. Our goal is to explore each perspec-
tive, highlight the distinct aspects and common threads and assess the suitability of the
procedures for our specific task.

3.4.1 Support Vector Machines

The support vector approaches to classification are based on the established theories of
generalization that highlight the benefits in performance achieved through the maximization
of margin-based measures. Support vector machines are simply large margin hyperplanes
that partition either the original feature space or a higher dimensional space that the original
feature space is embedded in. In this overview, we will first discuss the procedure for
learning the maximal margin hyperplane for linearly separable problems. Then we will
consider modifications that allow the learning procedure to address nonseparable problems.

3.4.1.1 Learning the Maximal Margin Hyperplane

In order to learn the maximal margin hyperplane, we must solve a constrained optimization
problem. The optimization problem is stated as

minimize ‖θ‖2 with respect to (θ, θb)
subject to the constraints Y i

(
θ·Xi + θb

)
≥ 1 for i ∈ {1, . . . , N}.
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Since the hyperplane parameters can be uniformly scaled by a positive constant without
changing the partition, the constraints are defined such that the magnitude of the classifier
output must always be greater than or equal to a given constant which is 1 in this case.
Identifying the hyperplane with minimum norm subject to these constraints is equivalent
to maximizing the margin when ‖θ‖ is fixed.

This constrained convex minimization problem can be approached in two ways. The
primal form of the problem involves minimizing the Lagrangian [11]

LP (θ, θb,α) =
1
2
‖θ‖2 −

N∑
i=1

αi
(
Y i

(
θ·Xi + θb

)
− 1

)
(3.24)

with respect to (θ, θb) subject to the constraints

∂LP
∂αi

= 0, αi ≥ 0, i ∈ {1, . . . , N}. (3.25)

The dual form of the problem involves maximizing LP subject to the constraints

∂LP
∂θ

= 0,
∂LP
∂θb

= 0, αi ≥ 0 i ∈ {1, . . . , N}. (3.26)

Differentiating LP with respect to (θ, θb) and setting the results equal to zero, we find

θ =
N∑
i=1

αiY
iXi (3.27)

N∑
i=1

αiY
i = 0. (3.28)

Substituting the equality constraints into equation 3.24, we obtain the dual Lagrangian [19]

LD(α) =
1
2
‖θ‖2 −

N∑
i=1

αi
(
Y i

(
θ·Xi + θb

)
− 1

)
(3.29)

=
1
2

N∑
i=1

N∑
j=1

Y iY jαiαj
(
Xi·Xj

)
−

N∑
i=1

N∑
j=1

Y iY jαiαj
(
Xi·Xj

)

− θb

N∑
i=1

αiY
i +

N∑
i=1

αi (3.30)

=
N∑
i=1

αi −
1
2

N∑
i=1

N∑
j=1

Y iY jαiαj
(
Xi·Xj

)
. (3.31)

This allows us to restate the dual form of the problem as the maximization of the dual
Lagrangian LD with respect to the Lagrange multipliers α subject to the constraints

N∑
i=1

αiY
i = 0, αi ≥ 0 i ∈ {1, . . . , N}. (3.32)
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The solution to this optimization problem can be shown to satisfy the constraints [11]

αi (Yi (θ·Xi + θb)− 1) = 0 ∀ i. (3.33)

The implication of these constraints is that nonzero Lagrange multipliers are only associated
with the training examples that satisfy the condition

Yi (θ·Xi + θb) = 1 (3.34)

which indicates these examples are closest to the hyperplane. Combining this result with
equation 3.27, we can see that the weight vector θ∗ maximizing the margin is simply a
linear combination of the training examples closest to the maximal margin hyperplane.
The corresponding bias term θb∗ is determined by manipulating one of the above constraint
equations.

The interesting aspect of this solution is the fact that the maximal margin hyperplane
is uniquely determined by the subset of examples that are closest to the hyperplane. These
training examples are referred to as the support vectors of the training set. The correspond-
ing maximal margin hyperplane is referred to as a linear support vector machine (SVM ). If
we were to eliminate all of the examples from the training set other than the support vec-
tors, the solution of the above optimization problem would still produce the linear SVM for
the training set. Therefore the set of support vectors is the subset of informative examples
that captures the necessary information for discrimination.

3.4.1.2 Mapping into Higher Dimensional Feature Spaces

For many problems, a linear partition of the feature space will not adequately approxi-
mate the true partition. Additional complexity in the hypothesis class may be required to
achieve a more suitable approximation. Generally, more complex partitions are constructed
implicitly in the original feature space by mapping the training examples into another space
which simplifies the partitioning of the data. With neural network models, this is achieved
by adding hidden units to a multi-layer perceptron or additional kernels to a radial basis
function network. In this section, we examine a generalization of the linear machine that
allows one to apply the same learning strategy in higher dimensional feature spaces.

Consider mapping vectors from the original feature space X to a higher dimensional
feature space Z using the vector function Φ(X) prior to classification. Substituting the
vector function into the equation for the classifier g(X|θ, θb), we obtain the expression

g(X|θ, θb) = sgn (θ·Φ(X) + θb) (3.35)

for the generalized linear machine. In the last section, we learned that θ∗, the normal to
the maximal margin hyperplane, can be expressed as a linear combination of the support
vectors. Therefore the normal to the maximal margin hyperplane in the feature space Z
can be expressed as

θ∗ =
N∑
i=1

αiY
iΦ

(
Xi

)
. (3.36)

Substituting this equation into equation 3.35, we obtain the expression

g(X|θ∗, θb∗) = sgn

(
N∑
i=1

αiY
i
(
Φ

(
Xi

)·Φ (X)
)
+ θb∗

)
(3.37)
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for the nonlinear support vector machine. In order to determine the coefficients α that
define the maximal margin hyperplane in Z, we can maximize the dual Lagrangian

LD(α) =
N∑
i=1

αi −
1
2

N∑
i=1

N∑
j=1

Y iY jαiαj
(
Φ

(
Xi

)
·Φ

(
Xj

))
(3.38)

again subject to the constraints

N∑
i=1

αiY
i = 0, αi ≥ 0 i ∈ {1, . . . , N}. (3.39)

The support vectors in the feature space Z are simply the terms Φ
(
Xi

)
that correspond to

the nonzero Lagrange multipliers αi.
Notice that in both the learning and evaluation phases for the nonlinear SVM, the pro-

cess can be defined solely in terms of dot products between points in the feature space Z.
There is no need to ever explicitly compute Φ(X). Therefore we can operate in high di-
mensional feature spaces defined by the transformation Φ(X) by defining the corresponding
kernel function

K(U, V ) = Φ(U)·Φ(V ). (3.40)

Often algorithm designers specify the kernel function directly instead of working from a
given mapping Φ(X). In order to ensure that the kernel function corresponds to an inner
product, the kernel function must satisfy Mercer’s Condition [11] which states that there
exists a Φ(X) such that equation 3.40 holds if and only if the condition∫

K(U, V )f(U)f(V )dUdV ≥ 0 (3.41)

is satisfied for all f(U) with finite L2 norm. Example kernels that satisfy Mercer’s condition
are

K(U, V ) = (U ·V + 1)n (3.42)

and

K(U, V ) = exp
(
−‖U − V ‖2

σ2

)
. (3.43)

These kernel functions yield polynomial and radial basis function classifiers respectively.
It is interesting to note that the dimensionality of the underlying feature space for the
RBF classifier is infinite. Yet it is still possible to learn maximal margin hyperplanes that
generalize well in such spaces from a finite training sample.

3.4.1.3 Soft Margin Optimization

In most real-world problems, we will not be able to partition the training examples without
error due to the presence of noise in the data. Therefore some mechanism is needed to relax
the margin constraints for examples that cannot be classified correctly. Typically this is
accomplished by adding margin slack variables ξi [18] to the constraints and an associated
penalty term to the objective function. With the addition of the margin slack variables, we
obtain the soft margin constraints

Y i
(
θ·Φ

(
Xi

)
+ θb

)
≥ 1− ξi ξi ≥ 0 (3.44)
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for the nonlinear support vector machine. ξi indicates the deviation from the minimum
margin associated with the ith training example. Notice when ξi > 1, the example is
classified incorrectly. Therefore

∑
i
ξi is an upper bound on the number of training errors.

With the addition of the penalty term to the objective function

‖θ‖2 + C

(
N∑
i=1

ξi

)k

, (3.45)

the goal is no longer simply the maximization of the margin. Now there is a tradeoff between
margin maximization and training error minimization that is controlled by the parameter
C. Although the optimization problem is convex for k ≥ 1, typically k = 1 (1-norm soft
margin) or k = 2 (2-norm soft margin) since the optimization problem can be formulated
as a quadratic program for these values. The optimal tradeoff parameter C is identified
through cross-validation. In an alternative approach presented more recently by Schölkopf
et al. [74], the tradeoff parameter represents a lower bound on the fraction of support
vectors and an upper bound on the fraction of training errors.

3.4.1.4 Support Vector Learning for Multi-Class Problems

Up to this point, we have only discussed learning support vector machines for binary classi-
fication problems. Several approaches have been presented in the literature for addressing
general C class classification problems. The most common approach involves simply train-
ing C binary support vector machines that discriminate between class k and the remaining
classes [11]. Unfortunately, there is no bound on the generalization performance for this
classifier [61]. Others [81, 83] have formulated the learning process as a single quadratic pro-
gram and noted that this approach provides solutions to problems that cannot be solved by
training C machines individually [2]. A more recent effort [61] has focused on the construc-
tion of a tree classifier composed of a collection of SVMs that discriminate between pairs
of classes. Researchers continue to explore possible approaches to the multi-class problem
and associated generalization bounds.

3.4.1.5 Suitability for Real-Time Image Sequence Classification

Support vector machines offer a powerful learning paradigm for problems that involve learn-
ing partitions in high dimensional spaces. The experiments conducted by Papageorgiou and
Poggio [59, 60] provide a clear demonstration of this in the context of two object detec-
tion tasks. In [60], receiver operating characteristic (ROC) curves are presented for several
second order polynomial SVMs trained on feature sets of various sizes derived from an
overcomplete Haar wavelet dictionary. The interesting trend exhibited in these ROC curves
is that the power of the detector increases as the complexity of the feature set increases.
Using the full set of 1,326 wavelets to extract features from 1,848 positive and 11,361 neg-
ative training examples, the support vector approach yielded the most powerful detector.
To emphasize further the capacity control achieved by SVMs, two other detectors were
trained using the full set of wavelet features for training sets containing only one and ten
positive examples. The ROC curves for these detectors are surprisingly comparable to the
detectors trained using a reduced feature set and the entire set of positive examples. In
[59], additional ROC curves are shown comparing the most powerful detector presented
in [60] with another detector utilizing a high dimensional feature space with four times as
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many dimensions. As before, we see improvements in performance obtained from increasing
dimensionality.

The major disadvantage of nonlinear support vector machines is that they are compu-
tationally expensive to evaluate due to the fact that a large number of support vectors are
generally used to represent the partition. Several approaches have been presented to ease
this burden. Burges [8, 10] introduced a technique for approximating a support vector par-
tition with a reduced set of vectors that are not training examples. This procedure involves
specifying the size of the reduced set and minimizing the squared error between the actual
and approximate normal to the hyperplane in feature space, which is a nontrivial optimiza-
tion problem. More recently, Tipping [79] introduced a Bayesian formulation of the SVM
that typically yields models requiring dramatically fewer kernel functions. The relevance
vectors associated with the kernels also do not correspond to training examples. Unfor-
tunately, any gains obtained through the sparsity of the model are offset by the Bayesian
integration which is computationally expensive.

For applications such as the image sequence classification task with severe constraints
on the computational resources, it will be difficult to learn a sparse generalized linear model
of the partition that provides sufficient classification performance and computational effi-
ciency. One of the appealing aspects of the support vector approach is that the formulation
of the problem generally leads to a unique solution unlike backpropagation networks.1 Un-
fortunately, uniqueness is lost once one attempts to learn a smaller set of arbitrary vectors
that provides a more compact representation of the partition.

In order to satisfy the requirements for computational efficiency, especially in scenarios
where the classifier must discriminate between a large number of classes, another classi-
fier structure may be required. Decision trees [3, 61, 4] constructed from linear support
vector machines may offer an appealing alternative. Given the fact that the number of
support vectors does not affect the computational complexity of a linear SVM, a decision
tree could provide significant computational advantages by reducing the average number of
dot products required. We will investigate this structure in a later chapter.

3.4.2 Boosting

3.4.2.1 The Concept

In contrast to support vector learning, boosting developed from a fundamentally different
line of research. Given a weak learning algorithm [49] that performs marginally better than
random guessing, the question was raised by Kearns and Valiant [48] of whether it is possible
to construct a strong learning algorithm [49] based upon a weak learning algorithm that is
able to achieve an error rate arbitrarily close to the optimum with high confidence. In 1989,
Schapire [70] introduced the first provably polynomial-time boosting algorithm. Since then,
a variety of improved boosting algorithms have been introduced [28, 62, 55].

Boosting algorithms construct high performance classifiers by integrating a collection
of base classifiers [71] learned using a weak learning algorithm. In the case of a binary
classification problem, the base classifiers ht(X) map feature vectors from the space X to
the set {−1, 1}. The combined classifier HM (X) then computes a weighted sum of the votes

1Burges and Crisp [9] have shown that when the SVM solution is not uniquely defined, the bias is the
only parameter that must be identified through a line search.
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from the M base classifiers of the form

HM(X) = sgn




M∑
t=1

αtht(X)

M∑
t=1

αt


 (3.46)

= sgn

(
M∑
t=1

αt
‖α‖1

ht(X)

)
(3.47)

= sgn(θ·h(X)) (3.48)

where h(X) = [h1(X) h2(X) . . . hM (X)]T,
∑
t
θt = 1 and θt ≥ 0. Notice that the combined

classifier transforms a given feature vector X into a M -dimensional feature vector h(X) ∈
{−1, 1}M and partitions the M -dimensional feature space with a hyperplane.

In order to specify the combined classifier, we must define the set of base classifiers h(X)
and the weights θ. The most widely studied boosting algorithm, AdaBoost (ADAptive
BOOSTing) [77], constructs the combined classifier in the following manner. AdaBoost
specifies a distribution Dt(i) that defines the influence of the training examples in the
learning process during iteration t. Initially, this distribution is uniform. The distribution
is provided to the weak learning algorithm if it can incorporate the distribution into the
learning process. Otherwise, the training set is sampled with replacement according to the
distribution, and the new training set is provided to the weak learning algorithm.

Once the weak learning algorithm returns the tth base classifier ht(X), the corresponding
weight θt is computed and the distribution is updated. θt is defined as

θt =
1
2
ln

(
1− εt
εt

)
(3.49)

where εt is the base classifier’s error rate on the training set. The new distribution Dt+1(i)
is defined as

Dt+1(i) =
Dt(i) exp(−θtY

iht(Xi))
Zt

(3.50)

where Zt is the normalization constant that insures Dt+1 is a distribution. The exponential
term increases the weight on a particular example when it is classified correctly and decreases
the weight when it is classified incorrectly. The rate of change in the weights is determined
by the training error of the base classifier. Through this process, AdaBoost focuses the
learning on the training examples that are most difficult for the base classifiers to classify
correctly.

As noted by Schapire et al. [71] and others, AdaBoost exhibits resistance to overfitting
on a variety of problems as the number of base classifiers is increased. In the example
discussed in [71], the training error reached zero after five iterations. Yet the test error
continued to decrease even after 100 iterations. The combined classifier resulting after 1000
iterations outperformed the classifier obtained after five iterations. Given the complexity
of the combined classifier containing 1000 base classifiers, this result is rather surprising.
Yet as we have observed with support vector machines, the number of parameters does not
always provide an effective measure of complexity.

The effectiveness of AdaBoost can be better understood when one considers the influence
of AdaBoost on the margin distribution as the number of iterations increases. Freund and
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Schapire [28] have shown that AdaBoost reduces the fraction of training examples with
margins less than a small positive constant exponentially fast as the number of iterations
increases. By expressing the distribution values DT+1(i) in terms of the original distribution
values D1(i), we also discover that

DT+1(i) =
D1(i) exp(−θ1Y

ih1(Xi)) · · · exp(−θTY
ihT (Xi))

Z1 · · ·ZT
(3.51)

=
D1(i) exp

(
−Y i

∑T
t=1 θtht(X

i)
)

Z1 · · ·ZT
(3.52)

which indicates AdaBoost places the most weight on the training examples that produce
the smallest margins

γT (i) = Y i
T∑
t=1

θtht(Xi) (3.53)

from the combined classifier during iteration T . Therefore the success of AdaBoost can be
attributed to the capacity control achieved by incrementally increasing the dimensionality
of the feature space with the intent of maximizing the margins.

Recently, an alternative view of boosting has been presented by Mason et al. [55] which
illustrates that a large number of boosting algorithms perform gradient descent in function
space with respect to some risk function

R(HT ) =
1
N

N∑
i=1

C(γT (i)) (3.54)

of the margin. In the case of AdaBoost, the specific risk function minimized is

RAB(HT ) =
1
N

N∑
i=1

e−γT (i). (3.55)

Due to AdaBoost’s emphasis on the training examples with the smallest margins, AdaBoost
has difficulty with noisy training sets. Mason et al. [55, 54] have introduced several pa-
rameterized families of monotonically decreasing cost functions C(γ, λ) of the margin that
approximate the error counting function

1
2N

N∑
i=1

1− sgn(γT (i)) (3.56)

and offer improvements over AdaBoost. For families of cost functions such as those intro-
duced in [55, 54], a generalization bound has also been developed that expresses the tradeoff
between minimizing the training error and maximizing the margins as a function of λ.

DOOM II [55] is one of the latest boosting algorithms that provides improved robustness
to noise over AdaBoost. DOOM II employs a sigmoidal approximation of the error counting
function of the form

RD2(HT ) =
1
N

N∑
i=1

(1− tanh(λγT (i)) (3.57)

=
1
N

N∑
i=1

2
1 + e2λγT (i)

(3.58)
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Figure 3.2: The error counting function and DOOM II cost function for λ = 2, 4, 10

as shown in figure 3.2 for several values of λ. As λ → ∞, minimization of RD2(HT ) corre-
sponds to empirical risk minimization. For finite values of λ, minimizing the risk function
places some amount of emphasis on margin maximization to control the capacity. Since the
slope of the cost functions shown in figure 3.2 tends toward zero for large margins, DOOM
II provides an advantage over AdaBoost in that examples with large negative margins do
not dominate the learning procedure. The range of margins over which training examples
have significant influence is controlled directly by the parameter λ.

3.4.2.2 Suitability for Real-Time Image Sequence Classification

Although the latest boosting algorithms have demonstrated excellent performance on a num-
ber of classification problems, the resulting combined classifiers often have a large number
of base classifiers. Therefore the computational cost of evaluating the combined classifier is
high. This result is not surprising given the nature of the learning procedure. By training
the base classifiers using a weak learning algorithm and selecting the base classifier weights
based on the training error rate, the available complexity in the combined classifier is most
likely not being utilized efficiently to maximize the margins of the training examples. In
order to learn a robust, computationally efficient classifier, we need to explicitly adapt the
parameters of the classifier with respect to the risk function of the margin. In this way, we
ensure that the available complexity in the model is being used efficiently to achieve the
intended objective. We consider such a strategy in the next section.

3.4.3 Differential Learning

In order to design classifiers that generalize well, it is imperative that one does not attempt
to solve a more general problem along the path toward a particular solution. This is
one of the core philosophical principles that forms the foundation of differential learning
and support vector learning [44][82, Ch. 9]. Earlier in this chapter, we questioned the
value of learning probability distributions in image space as a means to approximate the
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Bayes-optimal partition. We will now consider the limitation of probabilistic learning for
classification and a general approach for learning approximations to the Bayes-optimal
partition directly.

3.4.3.1 Approximating the Bayes-Optimal Partition

The Bayes-optimal partition of a feature space associates a given feature vector X with
the class label ω∗ producing the largest a posteriori probability P(ω∗|X). As noted in
section 3.2.1, a partition can be expressed in terms of a set of C indicator functions Iωk(X)
which indicate whether a given example X is within one of the C decision regions Rk. The
indicator functions IBayes

ωk
(X) for the Bayes-optimal partition can be expressed as

IBayes
ωk

(X) =

{
1 if P(ωk|X) −max

i,i�=k
P(ωi|X) > 0

0 otherwise.
(3.59)

In this form of the indicator functions, the set of discriminant functions used to parameterize
the partition are the a posteriori probabilities P(ωk|X). The probabilistic approach to
approximating the Bayes-optimal partition involves estimating the a posteriori probabilities
throughout feature space from the training examples and using those estimates P̂(ωk|X)
to define the C indicator functions.

The weakness of the probabilistic approach stems from the fact that the Bayes-optimal
partition is approximated indirectly by addressing the more difficult problem of estimating
the a posteriori probabilities. Accurate probability estimates are not required to design a
classifier that generalizes well. Therefore by insisting that the discriminant functions corre-
spond to estimates of the a posteriori probabilities, we are placing a significant constraint
on the admissible discriminant functions which can be detrimental to our objective.

In order for a set of discriminant functions to yield the Bayes-optimal partition, the only
constraint that must be satisfied is that the discriminant function producing the largest out-
put always corresponds to the class label with the largest a posteriori probability. This im-
plies that there are an infinite number of ways to parameterize the Bayes-optimal partition.
To see this, consider transforming the a posteriori probabilities P(ωk|X) using a strictly
monotonically increasing function f(β) to generate a new set of discriminant functions

hk(X) = f (P(ωk|X)) . (3.60)

Clearly when
P(ωk|X)−max

i,i�=k
P(ωi|X) > 0, (3.61)

the inequality

f(P(ωk|X)) − f

(
max
i,i�=k

P(ωi|X)
)

> 0 (3.62)

hk(X)−max
i,i�=k

hi(X) > 0 (3.63)

also holds. Therefore these parameterizations yield the same underlying partition. Since
there are an infinite number of strictly monotonically increasing functions, the set of all
possible sets of discriminant functions yielding Bayes-optimal classification is infinite as
well.

By removing the probabilistic constraint on the discriminant functions, we effectively
increase the capacity of a given hypothesis class. This has two implications. The hypothesis
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class now admits sets of discriminant functions that can properly partition the feature space
with reduced functional complexity as compared to the probabilistic discriminant functions
[44]. Yet increasing the capacity may also negatively impact generalization performance.
Therefore we will have to control the capacity of the hypothesis class in other ways.

To approximate the Bayes-optimal partition directly, the strategy will be to learn a
set of discriminant functions that maximize the discriminant differentials of the training
examples. The discriminant differential δ(X|θ) is defined as the difference between the
discriminant function associated with the correct class and the largest other discriminant
function. For a training imageX with class label ωk, the discriminant differential is denoted
as

δk(X|θ) = gk(X|θ)−max
i,i�=k

gi(X|θ). (3.64)

Notice that when X is correctly classified, gk(X|θ) produces the largest output and δk(X|θ)
is positive. The concept of the discriminant differential can be thought of as a generalization
of the margin for general C class classification problems. Capacity control will be achieved
by maximizing the discriminant differentials of the training examples using a differentiable
objective function similar to those introduced by Mason et al. [55, 54]. In the next sec-
tion, we will define the conditions that the objective function must satisfy to induce large
differential partitions and admit the Bayes-optimal partition in the limit.

3.4.3.2 The Classification Figure-of-Merit Objective Function

The class of objective functions we wish to consider are of the form

CFM
(
SN |θ

)
=

1
N

N∑
i=1

σ(δk(Xi|θ), ψ) (3.65)

where σ(δ, ψ) is a monotonically increasing function of the discriminant differential δ and
the class label for the ith example ωi = ωk. The parameter ψ indexes the objective
functions within the defined class. We will first examine the outcome of maximizing the
objective function in the limit of infinite training data. Our presentation is a variation on
the original formulation presented by Hampshire [44].

As the number of training examples N becomes asymptotically large, the sample average
CFM

(
SN |θ

)
converges in probability to the expected value of CFM over X × Ω where Ω

is the class label space. Expanding EX,Ω[σ(δ(X|θ), ψ)], we obtain

EX,Ω[σ(δ(X|θ), ψ)] =
∫

EΩ|X[σ(δ(X|θ), ψ)]ρ(X)dX (3.66)

=
∫ C∑

c=1

P(ωc|X)σ(δc(X|θ), ψ)
︸ ︷︷ ︸

CFM(X|θ)

ρ(X)dX. (3.67)

In order to maximize the expected value for all possible distributions over the feature space,
we must maximize CFM(X|θ) for all X ∈ X. Given the coupled nature of the differentials
δc, we accomplish this by first reexpressing CFM(X|θ) in terms of the ranked differentials
δ(k)(X|θ) where

δ(1) ≥ δ(2) ≥ . . . ≥ δ(C). (3.68)
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Since
δ(1) = g(1)(X|θ)− g(2)(X|θ), (3.69)

δ(k) = g(k)(X|θ)− g(1)(X|θ), (3.70)

we can express δ(k) for k > 1 as
δ(k) = −δ(1) − ε(k) (3.71)

where
ε(k) = g(2)(X|θ)− g(k)(X|θ). (3.72)

This implies CFM(X|θ) equals

CFM(X|θ) =
C∑
i=1

P(ω(i)|X)σ(δ(i)(X|θ), ψ) (3.73)

= P(ω(1)|X)σ(δ(1)(X|θ), ψ) +
C∑
i=2

P(ω(i)|X)σ(−δ(1)(X|θ)− ε(i)(X|θ), ψ). (3.74)

Since ∂σ
∂δ ≥ 0 and ε(k) ≥ 0, equation 3.74 is maximized when all discriminant function

outputs other than the maximum are equal. In this scenario, ε(k) = 0 and CFM(X|θ)
becomes

CFM(X|θ) = P(ω(1)|X)σ(δ(1)(X|θ), ψ) + (1− P(ω(1)|X))σ(−δ(1)(X|θ), ψ). (3.75)

Given that
σ(δ(1)(X|θ), ψ) ≥ σ(−δ(1)(X|θ), ψ), (3.76)

equation 3.75 is maximum when the largest discriminant function output corresponds to
the most likely class ω∗ which implies

CFM(X|θ) = P(ω∗|X)σ(δ∗(X|θ), ψ) + (1− P(ω∗|X))σ(−δ∗(X|θ), ψ). (3.77)

In order to induce the Bayes-optimal partition for any distribution ρ(X) given sufficient
complexity in the hypothesis class, σ(δ, ψ) must be of the form

σ(δ, ψ) =
{

α if δ > 0
β otherwise

(3.78)

where α > β. Substituting the step form of σ(δ, ψ) into the expectation in equation 3.67,
we find

EX,Ω[σ(δ(X|θ), ψ)] =
∫ C∑

c=1

P(ωc|X)σ(δc(X|θ), ψ)ρ(X)dX (3.79)

=
∫ C∑

i=1

P(ω(i)|X)σ(δ(i)(X|θ), ψ)ρ(X)dX (3.80)

=
∫ [

αP(ω(1)|X) + β(1− P(ω(1)|X))
]
ρ(X)dX (3.81)

=
∫ [

β + (α− β)P(ω(1)|X)
]
ρ(X)dX (3.82)

= β + (α− β)P(ω(1)) (3.83)
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which indicates that the expected value of CFM is a monotonically increasing, linear func-
tion of the probability of correct classification P(ω(1)) for the partition specified by the
parameter vector θ. Therefore maximizing the expectation with respect to θ such that
ω(1) = ω∗ yields the Bayes-optimal partition.

Notice that learning with a step form of CFM corresponds to empirical risk minimization.
Empirical risk minimization is appropriate in the setting we have described where the
training set becomes asymptotically large. Yet it should be avoided when only limited
training data is available unless some mechanism for capacity control is employed. We
will consider other forms of CFM that are approximations of the step form and induce
large discriminant differentials to control the capacity of the hypothesis class. We begin by
deriving conditions that must be satisfied in order for CFM to favor partitions which induce
large discriminant differentials.

Let us return to equation 3.77 obtained from the maximization of CFM(X|θ). If we want
the objective function to favor partitions with large discriminant differentials, we would like
CFM(X|θ) to be monotonically increasing with respect to the differential δ∗. Therefore we
will insist that

P(ω∗|X)σ(δa, ψ) + (1− P(ω∗|X))σ(−δa, ψ) ≥
P(ω∗|X)σ(δb, ψ) + (1− P(ω∗|X))σ(−δb, ψ) (3.84)

when δa > δb > 0. Manipulating both sides of the inequality, we obtain the condition

σ(δa, ψ)− σ(δb, ψ)
σ(−δb, ψ)− σ(−δa, ψ)

≥ 1− P(ω∗|X)
P(ω∗|X)

. (3.85)

Comparing this inequality with the condition

σ(δ, ψ) − σ(0, ψ)
σ(0, ψ) − σ(−δ, ψ)

≥ 1− P(ω∗|X)
P(ω∗|X)

(3.86)

obtained by Hampshire [44, Ch. 2] in his original investigation of CFM, we see that the
imposition of the monotonicity constraint places stronger constraints on σ(δ, ψ) over the
entire range of the differential δ. Hampshire obtained inequality 3.86 by insisting only that
CFM(X|θ) > σ(0, ψ) when δ∗ > 0. Therefore it is possible that some partitions may induce
a lower CFM than other partitions yielding smaller differentials when only inequality 3.86
is enforced.

We now derive conditions on the partial derivative of σ(δ, ψ) with respect to δ from
inequality 3.85. If we set δa = δb + δ, divide the numerator and denominator of the left
hand side by δ and take the limit as δ → 0+, we obtain

lim
δ→0+

σ(δb+δ,ψ)−σ(δb,ψ)
δ

σ(−δb,ψ)−σ(−δb−δ,ψ)
δ

≥ 1− P(ω∗|X)
P(ω∗|X)

(3.87)

∂
∂δ σ(δb, ψ)
∂
∂δ σ(−δb, ψ)

≥ 1− P(ω∗|X)
P(ω∗|X)

. (3.88)

This general constraint on the ratio of the derivatives at δ = δb and δ = −δb for all δb
includes the constraint

∂
∂δ σ(0

+, ψ)
∂
∂δ σ(0

−, ψ)
≥ 1− P(ω∗|X)

P(ω∗|X)
(3.89)
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Figure 3.3: The sigmoidal form of CFM for α = 1, ζ = 0 and β = 4, 8, 20

which can be derived from Hampshire’s inequality. Since P(ω∗|X) lies within the interval
[ 1C , 1] where C is the number of classes, the right hand side of inequality 3.88 is bounded by

1− 1
C

1
C

≥ 1− P(ω∗|X)
P(ω∗|X)

(3.90)

C − 1 ≥ 1− P(ω∗|X)
P(ω∗|X)

. (3.91)

Therefore in order for the monotonicity constraint to be satisfied for all possible distribu-
tions, the inequality

∂
∂δ σ(δb, ψ)
∂
∂δ σ(−δb, ψ)

≥ C − 1 (3.92)

must be satisfied for all δb ∈ (0, 1].
Given these constraints on the derivatives of CFM, we now consider two classes of CFM

objective functions introduced by Hampshire. The original sigmoidal form of CFM studied
by Hampshire in [43, 45] is defined as

σ(δ, α, β, ζ) =
α

1 + e−βδ+ζ
. (3.93)

Notice that this class of objective functions admits the DOOM II objective function intro-
duced in equation 3.58. The sign difference between the expressions is due to the fact that
DOOM II minimizes the cost function and differential learning maximizes CFM.

As in [43, 45], we will restrict ourselves to the subclass of objective functions where
α = 1 and ζ = 0. Without loss of generality, the discriminant function outputs are assumed
to lie in the interval [0,1] such that the discriminant differential δ ∈ [−1, 1]. The sigmoidal
form of CFM is shown in figure 3.3 for several values of β.
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Figure 3.4: The synthetic form of CFM for several values of confidence ψ

One can show that for the sigmoidal form of CFM,

∂
∂δ σ(δb, β)
∂
∂δ σ(−δb, β)

= 1 (3.94)

for all admissible values of δb and β. This implies that condition 3.92 is only satisfied when
C = 2. Therefore the sigmoidal class of objective functions yields monotonicity independent
of the underlying distribution only for two class problems.2 For general C class problems,
another class of objective functions is needed.

In order to obtain a more general family of objective functions, Hampshire [44] designed
a synthetic form of CFM which is defined piecewise in terms of line segments and circular
arcs and parameterized in terms of the confidence parameter ψ. By increasing ψ over
the interval [0,1], the synthetic form of CFM varies between a step function and a line as
depicted in figure 3.4. For δ ≥ ψ, the synthetic form of CFM equals one.

As figure 3.4 highlights, the synthetic form offers increased flexibility in that the ratio
of the derivatives can be made arbitrarily large as necessitated by inequality 3.92 for a
majority of the differential interval [0, ψ] as ψ is reduced. Unfortunately, reduction of
ψ also has the negative effect of increasing the differential interval [ψ, 1] over which the
inequality 3.88 is likely violated. Since the ratio of the derivatives for δ ≥ ψ equals zero,
the only way the monotonicity constraint can be satisfied is if P(ω∗|X) = 1. Therefore
confidence reduction must be pursued with care. By varying the confidence parameter, we
are adjusting the tradeoff between capacity control and training error minimization. Cross-
validation provides the practical tool for selecting an appropriate compromise between the
two objectives.

Although the synthetic form of CFM has been shown to yield classifiers that offer excel-
lent performance on a variety of problems and improved rates of learning over the sigmoidal
form [44], there are weaknesses associated with the synthetic form that need to be studied

2It is interesting to note that DOOM II is evaluated only on two class problems in [55].
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further. In problems where there is significant overlap of the class-conditional densities,
Hampshire3 has observed experimentally that antisymmetric forms of CFM similar to the
sigmoidal form provide superior performance over the synthetic form in various two class
problems. It will be interesting to explore whether the success of antisymmetric forms can
be attributed to the fact that they satisfy inequality 3.92 over the entire range of differentials
in contrast to the synthetic form.

3.4.3.3 Suitability for Real-Time Image Sequence Classification

Differential learning provides several advantages over support vector learning and boosting
that make the learning procedure more attractive for our application. The most significant
advantage comes from the ability to control the complexity of the classifier architecture.
In contrast to support vector learning and boosting where the classifier architecture is de-
termined to some degree by the learning procedure, differential learning requires the user
to specify the classifier architecture prior to learning. In general, this may be viewed as a
disadvantage. Yet it allows us to explicitly search for large differential partitions within hy-
pothesis classes with low computational complexity. At the same time, differential learning
offers improved robustness to noise over support vector learning and a general approach to
large margin classification for multi-class problems. As we will see in the following chapter,
differential learning also allows one to adapt parameterized representations with respect to
the objective function. In this way, one can jointly optimize the representation and parti-
tion to achieve large differentials in the feature space. Given these distinct advantages, we
will use differential learning to learn large differential partitions in image and class label
distribution space.

3.5 Managing the Adverse Effects of Dependent Data and
Unknown Class Prior Probabilities

All of the learning procedures we have discussed in this chapter assume that the process
giving rise to the training sample is stationary and the training sample results from a
series of independent, identically distributed trials. In the case of the image and class
label distribution partitioning problems, these assumptions are violated to varying degrees.
The collection of images used to train the image classifier does not result from a series
of independent trials. In addition, the class prior probabilities often vary significantly
over time and across environments. Therefore we must consider what modifications to the
learning procedure are needed to reduce the likelihood of learning partitions that fail to
offer adequate performance across a broad range of environments.

3.5.1 Learning from Dependent Image Data

Generally when learning a classifier, the objective is to minimize the classifier’s error rate.
Our ultimate objective is to design a pair of classifiers that collectively yields a low im-
age sequence error rate; thus, one may question whether the image error rate is the ideal
performance measure for the image classifier due to the dependencies in the image data. Ide-
ally, we would like to minimize the number of image misclassifications in a given sequence.
Therefore an alternate performance measure to consider is the sequence image error rate
PeSI

which is the average fraction of images classified incorrectly in a sequence. The sample
3Private communication with John Hampshire.
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average sequence image error rate P̂eSI is expressed as

P̂eSI
=

1
NS

NS∑
i=1

1
NSi

NSi∑
j=1

1− Iωk(Sij |θ) (3.95)

where NS is the number of sequences, NSi is the number of images in sequence Si and ωk

is the class label for the ith image sequence. This measure is intuitively appealing in that
it offers a more meaningful assessment of performance relative to our overall objective.

Since the synthetic CFM objective function can be viewed as a differentiable approxi-
mation to the correct classification counting function, minimizing the sequence image error
rate within the framework of differential learning can be achieved by simply modifying
the averaging process over the training sample. When assuming the sequence images are
independent, the sample average CFM is expressed as

CFM
(
SN |θ

)
=

1
N

NS∑
i=1

NSi∑
j=1

σ
(
δk

(
Si

j|θ
)
, ψ

)
(3.96)

where ωk is the class label for the ith image sequence. In order to reweight the contributions
from each sequence, we will perform a two-step averaging process as in equation 3.95. First
we will average the contributions over each sequence. Then we will average across sequences.
This yields the objective function

CFMSeq

(
SN |θ

)
=

1
NS

NS∑
i=1

1
NSi

NSi∑
j=1

σ
(
δk

(
Si

j|θ
)
, ψ

)
. (3.97)

For each of these objective functions, we can imagine scenarios where one objective
function will provide clearly superior performance. Therefore it is not obvious that one
objective function will provide a distinct advantage over the other across a range of possible
distributions. Given the lengths of the image sequences are dependent on the nature of
the data collection, we are inclined to average over the images as in equation 3.96 to avoid
imposing additional biases during learning. If the experimental results prove to be disap-
pointing, we will investigate minimizing the sequence image error rate using equation 3.97
as well.

Although we will not attempt to directly minimize the sequence image error rate over
the training sample, we will evaluate a bound on the sequence image error rate of the
classifier on a validation set during learning to avoid overfitting. In the next section, we
introduce the procedure used to bound the performance of the classifier when the class prior
probabilities are unknown.

3.5.2 Minimizing the Worst Case Performance

When optimizing error measures or objective functions of the margin/differential, the influ-
ence of each class during learning is partially determined by the number of examples of each
class present in the training data. Assuming that the training sample results from a series
of independent, identically distributed trials, we expect that the fraction of examples in the
training sample corresponding to a given class provides an estimate of the true class prior
probability. Therefore when the true class prior probabilities are unknown and variable, we
need to consider how to properly bias the learning so that we avoid poor performance in
malicious environments.
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In appendix B, we examine the general problem of minimizing the maximum class-
conditional error rate and derive a condition that must be satisfied in order to obtain
a minimax partition. A minimax partition is simply a partition with class-conditional
error rates that are all equal. Then we investigate a variation on differential learning
entitled minimax differential learning which induces a minimax partition in the limit of
infinite training data as the confidence parameter ψ is annealed to zero. The fundamental
difference between differential learning and minimax differential learning is that minimax
differential learning maximizes the minimum class-conditional CFM instead of the sample
average CFM. We will initially employ differential learning to learn the image and class
label distribution partitions. If the results leave significant margins for improvement, we
will explore the potential benefits of using minimax differential learning to learn minimax
partitions directly.

During learning, we will evaluate classifier performance by computing an upper bound
on the worst case error rate on the validation set. Worst case classification performance is
obtained in an environment where the classifier is provided only with examples from the
class yielding the maximum class-conditional error rate. In the ideal case where a large
amount of validation data is available from each class, a reliable estimate of the worst case
error rate could be obtained by simply computing the maximum of the class-conditional
error rates on the validation set. In the more common scenario where we have a limited
amount of validation data, the maximum class-conditional error rate may be a poor estimate
of the true maximum error rate due to the small sample size. Therefore we compute upper
bounds with 95% confidence on the class-conditional error rates and select the maximum
upper bound as our performance measure so that the uncertainty in the class-conditional
error rate estimates is not discounted. Hoeffding’s inequality is employed to obtain the
upper bound. See appendix A for a derivation of the confidence bound.

3.6 Confidence Assessment and Rejection

The difficulties that arise when the training sample is not representative of the underlying
data distribution complicate the task of classification confidence assessment as well. In this
section, we investigate the problem with the standard approach of estimating the proba-
bility of correct classification. Since the rejection region is typically defined based on the
probability of correct classification, we then propose an alternative procedure for defining
the rejection region. Finally, we address the problem of defining a measure of classification
confidence to rank the image sequences.

3.6.1 Assessing Classification Confidence

In order to evaluate confidence in a classification decision, a reliable estimate of the prob-
ability of correct classification P(ω∗|X) is required. Estimating the probability of correct
classification necessitates the estimation of the a posteriori probabilities throughout fea-
ture space. As we have discussed earlier, probabilistic learning is not a viable option when
assuming independence. Even if probabilistic learning was appropriate, we question the
effectiveness of the probability of correct classification as a confidence measure when our
model of the underlying data distribution deviates significantly from the true distribution.

To motivate our concern, we examine the following three class problem. X is a mea-
surement of a constant signal corrupted by zero mean, additive, white Gaussian noise. The
underlying constant signal can take on one of three values. Only two of these values are
known. The variance of the noise is also known. Due to the nature of our measurement
procedure, we know beforehand that outliers may appear in our measurements. Therefore
we want to design a classifier that can reliably reject examples that deviate significantly
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Figure 3.5: The class-conditional densities and a posteriori probabilities for the hypothetical
three class problem

from the known class-conditional densities ρ(X|ω1) and ρ(X|ω2) shown in figure 3.5. We
will assume that the known classes are equally likely prior to making the measurement.

If we design the Bayes-optimal classifier based on the assumption of two possible classes
ω1 and ω2, we find the a posteriori probabilities P(ωk|X) equal

P(ωk|X) =
ρ(X|ωk)P(ωk)

ρ(X|ω1)P(ω1) + ρ(X|ω2)P(ω2)
(3.98)

=
ρ(X|ωk)

ρ(X|ω1) + ρ(X|ω2)
. (3.99)

This implies the Bayes-optimal class label ω∗ equals

ω∗ = argmax
ω∈{ω1,ω2}

P(ω|X) = argmax
ω∈{ω1,ω2}

ρ(X|ω) (3.100)

and the probability of correct classification P(ω∗|X) equals

P(ω∗|X) =
ρ(X|ω∗)

ρ(X|ω1) + ρ(X|ω2)
. (3.101)

Figure 3.5 shows the a posteriori probabilities P(ωk|X) as a function of the measurement
value.

Notice that the probability of correct classification P(ω∗|X) decreases to the minimum
confidence value only about X = 0. This is due to the fact that the normalization term in
the denominator of equation 3.98 is incorrect. The normalization term is the unconditional
density ρ(X). Since we do not have complete knowledge of the classes, the sum

ρ̂(X) = P(ω1)ρ(X|ω1) + P(ω2)ρ(X|ω2) (3.102)
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Figure 3.6: Decision regions induced by thresholding the known class-conditional densities
ρ(X|ωk)

represents an incomplete model of ρ(X). Therefore the a posteriori probabilities are un-
reliable in regions of the measurement space where the approximate unconditional density
ρ̂(X) deviates significantly from the true unconditional density ρ(X). This indicates that in
domains such as surveillance where the training sample is not representative of the under-
lying distribution ρ(X), estimating the probability of correct classification will not provide
a meaningful estimate of classification confidence.

3.6.2 Defining the Rejection Region

When we are unable to estimate the probability of correct classification, we must devise
another strategy for defining the rejection region. Our objective will be to constrain the
decision regions to regions of feature space where the training data is contained. By min-
imizing the size of the decision regions while limiting the fraction of correctly classified
examples that are rejected, we are increasing the likelihood of rejecting ambiguous and
unknown examples without a significant impact on performance. Within the context of the
toy problem, this objective is easily achieved by thresholding the maximum likelihood

ρ(X|ω∗) = max
ω∈{ω1,ω2}

ρ(X|ω). (3.103)

As illustrated in figure 3.6, thresholding ρ(X|ω∗) induces closed decision regions about the
modes of the class-conditional densities and minimizes erroneous classifications in portions
of measurement space with low likelihoods.

In the context of the image space partitioning problem, we want to avoid estimating the
class-conditional densities in order to constrain the decision regions. Instead we would like
to learn the decision regions directly from the data. This objective is related to the task of
estimating the support of a distribution which involves estimating an indicator function that
is positive in the region containing the majority of the data and negative elsewhere. This
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Figure 3.7: Sample partitions before and after the definition of the rejection region

is a problem that has been discussed recently in several publications in the support vector
literature [73, 75, 14]. The general approach followed in these papers focuses on explicitly
estimating a minimum volume closed region by solving mathematical programs similar to
those presented for support vector learning. Given our concerns about the complexity of
nonlinear support vector solutions, such approaches are not appealing for our application.
Instead we will first learn a low complexity partition of the feature space using differential
learning. Then we will constrain the decision regions by increasing the discriminant dif-
ferential thresholds δRk (equation 3.6) until the maximum acceptable fraction of correctly
classified examples from each class in the validation set is rejected. Figure 3.7 illustrates a
hypothetical partition before and after the definition of the rejection region. In practice, the
actual decision boundaries will not represent the support of the class-conditional densities
as accurately as depicted in the figure. This is not our goal. Our objective is to achieve
a balance between computational complexity, classification and rejection performance that
meets our objectives. The choice of representation and hypothesis class will determine the
degree of our success in terms of classification and rejection performance when using a low
complexity partition.

3.6.3 Ranking Image Sequences Based on the Discriminant Differential

Although we are unable to estimate the probability of correct classification reliably, the
need remains for some measure of confidence to rank the image sequences collected by the
surveillance system. Within the class label distribution space, it is possible to estimate the
class-conditional densities ρ(D|ωk) in order to rank image sequences based on the maximum
likelihood ρ(D|ω∗). Yet we have chosen to learn a partition of the class label distribution
space directly with differential learning to maximize the classification performance of the
surveillance system even when limited training data is available.

Many authors [32, 71, 13] have suggested that the margin provides a useful measure of
classification confidence; therefore we will consider the value of the discriminant differen-
tial as a measure of confidence. The differential would seem to provide a natural measure
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Figure 3.8: Contours of constant discriminant differential induced by a linear classifier

of confidence given the data-dependent generalization bounds which indicate that margin
maximization leads to improvements in generalization performance. Shawe-Taylor consid-
ered the utility of the margin for confidence assessment in [78]. He developed generalization
bounds showing that a test example is classified with confidence when a large number of
training examples produce margins that are close to the margin of the test example. Avoid-
ing the complexities of the generalization theory presented in [78], we can obtain a qualita-
tively similar measure of confidence by simply estimating the class-conditional differential
densities ρ(δk(D)|ωk) and computing the maximum likelihood ρ(δ∗(D)|ω∗). Furthermore,
if the maximum likelihood ρ(δ∗(D)|ω∗) increases monotonically with respect to δ∗ for all
possible class labels ω∗, all image sequences labeled with a given class label ω∗ can be
ranked directly based on the differential δ∗.

If we are to efficiently detect unknown object classes and novel views of known object
classes by ranking the image sequences based on either the maximum likelihood ρ(δ∗(D)|ω∗)
or the differential δ∗, we must consider the shape of the surfaces of constant discriminant
differential induced by the classifier in the class label distribution space. Since the set of
class label distributions Dδ=δ∗ that produce the differential δ∗ all yield the same likelihood
ρ(δ∗|ω∗), we are unable to discriminate between class label distributions that are elements
of the set Dδ=δ∗ . Therefore we would like the surfaces of constant differential to be closed
within the subset of the feature space that the data lies in.

To emphasize this point, consider the contours of constant discriminant differential
induced by a linear and a radial basis function classifier for a two class problem as shown in
figures 3.8 and 3.9. The contours of constant discriminant differential for the linear classifier
are lines that are parallel to the decision boundary. Due to the fact that the contours are
not localized in a region of feature space, the novelty detection performance of the classifier
may be disappointing, depending on the nature of the underlying distribution. In cases such
as the one illustrated in figure 3.8, we are clearly unable to effectively discriminate between
the unknown and known class even though they are separable. In contrast, the contours
of constant discriminant differential shown in figure 3.9 do form closed regions about the
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Figure 3.9: Contours of constant discriminant differential induced by a radial basis function
classifier

region of feature space containing the training samples. Therefore the radial basis function
classifier offers significant improvements in performance in this scenario.

It is important to stress that radial basis function classifiers are not required to perform
reliable novelty detection as suggested by some papers in the literature [30, 64]. Whether
or not the resulting decision regions are closed is determined not only by the shape of
the surfaces of constant differential but also by the nature of the subset of feature space
containing the data. For example, if we know that the data is distributed over a unit sphere,
a linear classifier is capable of generating localized decision regions on the surface of the
sphere. Therefore in cases where we have knowledge of the data space, we may choose
to utilize hypothesis classes that do not induce closed decision regions directly in order to
simplify the learning process.

3.7 Conclusions

The main objective of this chapter has been to address the problem of learning a partition
of a given feature space with a low probability of error. In order to learn a partition that
generalizes well to unseen examples, one must perform a tradeoff between minimizing the
training error and controlling the capacity of the hypothesis class. Typically, the capacity
is assumed to be directly related to the number of classifier parameters; therefore a variety
of techniques are traditionally employed to reduce the number of parameters.

Recent experimental and theoretical findings from the statistical learning community
indicate that reducing the number of classifier parameters is not a prerequisite to achieve
improvements in generalization. For large margin classification techniques, bounds on the
generalization performance exist that are independent of the dimensionality of the feature
space. This suggests that techniques for large margin classification may provide the capabil-
ity to construct partitions of high dimensional spaces that offer effective classification and
rejection performance.

The problem with the widely studied techniques of support vector learning and boosting
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is that the resulting classifiers are often quite complex. This precludes the use of these
techniques for the design of real-time classifiers. Differential learning provides another
option that allows direct control of the complexity of the partition. Since the hypothesis
class must be specified prior to learning, we can explicitly constrain our search for large
differential partitions to hypothesis classes with low computational complexity.

Modifications to differential learning are needed to address the problems of learning with
dependent image data and unknown class prior probabilities. We will compute the sequence
image error rate to evaluate the performance of the image classifier. We will select classifiers
based on an upper bound on the maximum class-conditional error rate. By selecting the
classifier that minimizes this bound, we obtain a partition with the minimum worst case
performance.

Evaluating classification confidence is also complicated by the nonstationarity of the
problem. Since the training sample is not representative of the underlying distribution, it is
impossible to reliably estimate the probability of correct classification for a given example.
Therefore other approaches are required for defining the rejection region in image space and
rank ordering the image sequences. We introduced techniques based on the differential to
address these problems and discussed several design issues.
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Chapter 4

Image Classification

4.1 Overview

In the previous two chapters, we focused on defining the elements of the classification pro-
cess and the design principles for realizing the image and class label distribution classifiers.
In the following chapters, we will apply this methodology to a sample classification task
and determine whether the resulting classification process supports effective image sequence
classification, novel image sequence detection and incremental learning. We begin by per-
forming a series of image classification experiments to explore whether we can successfully
design a low complexity classifier that yields excellent image classification and rejection
performance for a relevant surveillance task.

4.2 The Classification Task

We will classify image sequences as either individuals, groups of people or cars. The compo-
sition of the available dataset for training, cross-validation and testing is detailed in table 4.1
and figure 4.1. These image sequences were obtained by manually associating images from
several data collections around the Carnegie Mellon campus. The data collections took
place at different times of day under varied lighting conditions. Images containing only
portions of moving objects were not included in the dataset since our goal is to reject such
examples. The set of false alarm images of moving foliage was used to evaluate rejection
performance.

4.3 Classifier Definition and Evaluation

In order to define the image classifier, we need to specify the resolution of the input imagery
and the hypothesis class. Our goal is to identify a resolution and hypothesis class that
offer excellent classification and rejection performance with minimal computational burden.
Since the image sequence data is composed of dependent samples, we will evaluate the
classification performance of candidate image classifiers over a series of partitions of the
dataset. Each set of experiments performed on a given partition is referred to as a learning
trial. During the beginning of each learning trial, the available set of image sequences is
partitioned into training, validation and test sets. A specified fraction of the total number
of images from each class is approximately allocated to each dataset by randomly selecting
sequences until the number of images needed for the given dataset is met or exceeded. Half
of the dataset is allocated to the training set. The remaining half is split evenly between
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Person People Car Foliage
Images 3965 1303 3877 302
Sequences 306 395 555 -

Table 4.1: Composition of the dataset

the validation and test sets. Fifty partitions of the dataset are randomly selected and used
in all of the experiments.

Once the datasets are constructed, learning commences. Five training cycles are exe-
cuted during a learning trial with different random initializations of the classifier parame-
ters. During each training cycle, backpropagation is utilized to identify classifier parameters
which maximize the sample average CFM over the training examples. Momentum is em-
ployed to accelerate the learning process. Weight decay is used to regulate the capacity of
the hypothesis class. To avoid overfitting, cross-validation is performed during each epoch.
The classifier parameters that produce the minimum upper bound on the worst case se-
quence image error rate are saved. The corresponding discriminant differential thresholds
are determined by advancing the threshold for each class until the fraction of correctly
classified examples rejected on the validation set equals five percent.

After the candidate classifiers are trained and tested on the fifty partitions of the dataset,
the classification and rejection performance of the candidate classifiers are compared by ex-
amining the differences in performance for each set of classifiers trained on a given partition
of the dataset. The classification performance is compared by examining the differences in
the upper bounds on the worst case sequence image error rates on the validation sets. The
rejection performance is compared by examining the differences in the rejection rates on
the set of images of moving foliage. Once a candidate classifier is selected, the classifier
which yields the minimum worst case sequence image error rate bound in cross-validation
over the fifty learning trials is evaluated in detail.

4.4 The Logistic Linear Classifier

To minimize the computational complexity initially, we will use the logistic linear classifier
as our baseline image classifier. The logistic linear classifier consists of a set of C logistic
linear discriminant functions of the form

gi(X|θi, θbi) = f(θTi X + θbi) (4.1)

where

f(x) =
1

1 + e−x
(4.2)

and X is the vectorized N×N image. To determine the class label, the largest discriminant
function output g(1)(X|θ(1), θb(1)) is identified and the discriminant differential is computed
for the hypothesized class. If the discriminant differential exceeds the threshold associated
with the class, then the class label ω(1) is assigned to the image; otherwise the image is
rejected.

Let us examine what types of surfaces of constant discriminant differential are induced
by the logistic linear classifier. Consider the example in figure 4.2. The solid curves are the
contours of constant discriminant differential formed by the largest discriminant function
g(1)(X|θ(1)) and the next largest discriminant function g(2)(X|θ(2)). The dashed lines are
the lines

θT(1)X + θb(1) = 0 (4.3)
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Figure 4.1: Class sequence length distributions for the dataset

and
θT(2)X + θb(2) = 0, (4.4)

perpendicular to the corresponding weight vectors θ(1) and θ(2), along which the logistic
linear discriminant functions’ rates of change are maximum. We will refer to these lines as
the principal lines.

As one moves along a contour of constant discriminant differential away from the prin-
cipal line intersection, the contour becomes parallel to the nearest principal line. This
indicates that the rate of change of the corresponding discriminant function becomes the
dominant term in the rate of change of the discriminant differential. In general, we can show
that for any arbitrary pair of logistic linear discriminant functions, the surfaces of constant
discriminant differential become parallel to the nearest principal hyperplane as one moves
along a surface of constant discriminant differential away from the principal hyperplane
intersection (see appendix C for details). Therefore as figure 4.2 suggests, the logistic linear
classifier defines wedges in image space that are mapped to the various object classes.

Since the logistic linear classifier will be used to partition the hypercube [0, 255]N
2
,

one may suspect that the rejection performance of the logistic linear classifier will not be
ideal due to the fact that the classifier is unable to generate closed surfaces of constant
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θ
(1)

θ
(2)

Figure 4.2: Contours of constant discriminant differential generated by two logistic linear
discriminant functions

discriminant differential in the data space. As we shall see in the following experiments,
the key to maximizing the rejection performance of the logistic linear classifier lies in the
minimization of the variance of the class-conditional discriminant differential densities. By
minimizing the variance, the discriminant differential thresholds can be increased without
rejecting a significant fraction of the correctly classified examples.

4.5 Logistic Linear Image Classification and Rejection

4.5.1 The Baseline Image Classifier

In order to investigate the classification and rejection performance of the logistic linear
classifier as a function of the image resolution, we have run a series of experiments using
20×20, 30×30 and 40×40 pixel imagery. Figure 4.3(a) presents box plots [80, Ch. 2]
of the sequence image error rate bounds on the validation sets for the fifty learning trials.
Figure 4.3(b) presents box plots of the reductions in the bound obtained from incremental
increases in the image resolution. Based on these figures, it appears that there are no signif-
icant differences between the classifiers in terms of classification performance. The classifier
processing 30×30 pixel imagery provides only marginal improvements in performance on
average over the classifier processing 20×20 pixel imagery. Increasing the resolution beyond
30×30 pixels slightly degrades the performance of the classifier on average.

To understand the degradation in performance caused by the transition from 30×30 to
40×40 pixel imagery, consider the box plots in figure 4.4 of the worst case sequence image
error rate bounds when rejection is not permitted. As we would have hoped, maximizing
the differentials effectively controls the capacity of the hypothesis class and delivers im-
provements in classification performance as the image resolution is increased. Yet at the
same time, the variance of the class-conditional discriminant differential densities must be
increasing in order for the 40×40 pixel classifier to lag behind when rejection is permitted.
As the variance increases, the discriminant differential thresholds must be reduced in order
to avoid rejecting a larger fraction of the correctly classified examples. This will subse-
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Figure 4.3: Logistic linear classification and rejection performance: (a) Box plots of the
sequence image error rate bounds on the validation sets for multiple image resolutions (b)
Box plots of the reduction in the sequence image error rate bounds for incremental increases
in image resolution (c) Box plots of the foliage rejection rates for multiple image resolutions
(d) Box plots of the reduction in the foliage rejection rates for incremental increases in
image resolution
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quently cause increases in the error rate bounds and reductions in the foliage rejection rates
as observed in figures 4.3(b) and (d).

Considering the rejection performance of the logistic linear classifiers now, we discover
rather disappointing results. Figure 4.3(c) presents box plots of the foliage rejection rates
for the fifty learning trials. Figure 4.3(d) presents box plots of the reductions in the rejection
rate obtained after incremental increases in the image resolution. At all resolutions, the
logistic linear classifier was unable to reject a majority of the foliage false alarms. As the
image resolution increased, the foliage rejection rate generally decreased.

In order to gain more insight into the performance of the logistic linear classifier, we
examined the 30×30 pixel image classifier yielding the minimum error rate bound on the
validation set in detail. After reviewing the test sequences containing misclassified images,
we discovered the majority of the errors fall into two categories. Two examples of each type
of error are presented in figure 4.5. The most common type of error involves images of a
person who is not centered within the image chip. This is often caused by a cast shadow.
The other type of error is caused by images of pairs of people where one person is occluding
another person who generally is poorly illuminated. For such examples, the class label
person was assigned to the training examples if less than half of the occluded person was
visible.

To understand the poor performance in foliage rejection, one should examine the clas-
sifier weights for the 30×30 pixel classifier shown in figure 4.6. The weight layer associated
with the people discriminant function is quite complex and unstructured. This is not sur-
prising given that people walking together can be observed in a variety of configurations
relative to one another. The consequences of such a complex representation can be seen
in the class-conditional discriminant differential densities for the people and foliage test
examples shown in figures 4.7 and 4.8. The lack of structure in the weights leads to a long
tail in the discriminant differential density for the people class. Therefore we are unable
to set the threshold for the people class very high without rejecting a significant fraction
of the correctly classified examples. This in turn leads to poor rejection performance on
the foliage examples. Only 39% of the foliage images are rejected. 70% of the foliage false
alarms are assigned to the people class.

To achieve improvements in rejection performance, we need to reduce the variance in
the class-conditional discriminant differential densities. There are two directions we can
pursue to attain this goal. One option is to a select a new hypothesis class which allows
us to construct more complex partitions of the image space. Another option is to modify
the image representation in an attempt to reduce the intra-class variance in feature space.
Ultimately, we want to minimize the overall computational complexity of the representation
and the partition. We believe modifications to the image representation may allow us to
achieve this objective. Therefore we will consider two image normalization procedures
for achieving differential variance reduction and reducing the number of errors caused by
random image translations.

4.5.2 Agnostic Image Normalization

In order to reduce the variance of the data, designers typically perform one or several
preprocessing steps prior to classification. When processing images, such preprocessing
steps often include mean removal, normalizing the magnitude of the image and centering the
image with respect to the image’s center of mass. We will examine the effect of horizontally
centering the images on the performance of the classifier.

Figure 4.9 illustrates the classification and rejection performance of the logistic linear
classifier when processing centered images. Once again the classifier processing 30×30
pixel imagery provides a slight advantage over the other classifiers on average. Figure 4.10
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Figure 4.4: Logistic linear classification performance with no rejection: (a) Box plots of the
sequence image error rate bounds on the validation sets for multiple image resolutions (b)
Box plots of the reduction in the sequence image error rate bounds for incremental increases
in image resolution

Rejected People People Person People

People People People Rejected People

Person Person Person People Person

Rejected Person Person

Figure 4.5: Portions of image sequences classified by the logistic linear classifier containing
errors
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Person People Car

Figure 4.6: Classifier weights for the 30×30 pixel logistic linear classifier (Light regions
correspond to positive weights and dark regions correspond to negative weights)
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Figure 4.7: Discriminant differential density for 30×30 pixel images of people classified by
the logistic linear classifier (The black vertical line denotes the rejection threshold)
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Figure 4.8: Discriminant differential density for 30×30 pixel images of foliage classified
by the logistic linear classifier assuming people is the correct class (The black vertical line
denotes the rejection threshold)
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Figure 4.9: Logistic linear classification and rejection performance when using centered
images: (a) Box plots of the sequence image error rate bounds on the validation sets for
multiple image resolutions (b) Box plots of the reduction in the sequence image error rate
bounds for incremental increases in image resolution (c) Box plots of the foliage rejection
rates for multiple image resolutions (d) Box plots of the reduction in the foliage rejection
rates for incremental increases in image resolution
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Figure 4.10: The effect of image centering on classification and rejection performance: (a)
Box plots of the sequence image error rate bounds on the validation sets before and after
centering (b) Box plot of the reduction in the sequence image error rate bounds (c) Box
plots of the foliage rejection rates before and after centering (d) Box plot of the increase in
the foliage rejection rates
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compares the logistic linear classifiers processing 30× 30 pixel centered and uncentered
imagery. Processing centered imagery yields improvements in classification and rejection
performance. Yet the rejection performance is still far from ideal.

Let us now consider the 30×30 pixel image classifier producing the minimum error rate
bound on the validation set. Examining the classifier weights in figure 4.11, we see that the
complexity remains in the weights of the people discriminant function. Not surprisingly,
we discover the foliage rejection performance is essentially unchanged from the previous
classifier. 40% of the foliage images are rejected. 75% of the foliage false alarms are
assigned to the people class.

Centering the images clearly does not offer an effective solution for reducing the vari-
ance of the class-conditional discriminant differential densities. Since the normalization
procedure was selected without regard for the classification task, this is not surprising. By
choosing to normalize the images with respect to the center of mass, we have implicitly
chosen a configuration for the training examples in the image space. Prior to training and
testing the image classifier, we do not know whether our choice will help or hinder our
cause. Ideally, we would like to incorporate the normalization process into the scope of the
learning process so that the normalization procedure can be selected in a principled manner
with respect to the objective function. We introduce a procedure in the next section which
allows us to achieve this goal.

4.5.3 Learning to Normalize the Images

In order to minimize the variance of the class-conditional densities directly, we must couple
the image normalization process and the classifier in some manner. Instead of employing an
agnostic normalization procedure which normalizes a given image based on a property of the
image, we will normalize the image such that we maximize the discriminant differential of
the translated image. This implies that for a given image I, we will compute the discriminant
differentials

δ(T (I, n)|θ) = g(1)(T (I, n)|θ)− g(2)(T (I, n)|θ) (4.5)

for a range of translations of the image T (I, n). Once we have identified the translation
nmax which maximizes the discriminant differential, we will transform the original image I
to T (I, nmax) so that

δ(T (I, nmax)|θ) = max
n

δ(T (I, n)|θ). (4.6)

Through this procedure, we are encouraging large differentials for all of the examples; this
eliminates the long tails in the densities that constrain the size of the rejection region.
Given that the discriminant functions determine how the examples in image space will be
normalized, we are implicitly learning the normalization process when learning the partition.

Figure 4.12 presents the classification and rejection results obtained when the images
are normalized by maximizing the discriminant differential. The 20×20 pixel image classifier
translates images up to 10 pixels in either direction in 1 pixel increments. The 30×30 pixel
image classifier translates images up to 14 pixels in either direction in 2 pixel increments.
The 40×40 pixel image classifier translates images up to 18 pixels in either direction in
3 pixel increments. Figures 4.12(a) and (b) indicate there is no significant difference in
classification performance between the classifiers on average. The classifiers processing
20×20 and 30×30 pixel imagery deliver essentially equivalent classification performance.
Figures 4.12(c) and (d) demonstrate a fairly consistent decrease in the foliage rejection rate
on average as the image resolution increases. Therefore the 20×20 pixel image classifier
provides advantages over the other classifiers both in terms of rejection performance and
computational complexity.

Toward Efficient Collaborative Classification
for Distributed Video Surveillance

Christopher P. Diehl
PhD Thesis, Carnegie Mellon University

December 2000



4.5 Image Classification 59

Person People Car

Figure 4.11: Classifier weights for the logistic linear classifier processing 30×30 pixel centered
images (Light regions correspond to positive weights and dark regions correspond to negative
weights)
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Figure 4.12: Logistic linear classification and rejection performance when normalizing based
on the discriminant differential: (a) Box plots of the sequence image error rate bounds on the
validation sets for multiple image resolutions (b) Box plots of the reduction in the sequence
image error rate bounds for incremental increases in image resolution (c) Box plots of the
foliage rejection rates for multiple image resolutions (d) Box plots of the reduction in the
foliage rejection rates for incremental increases in image resolution
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Figure 4.13: Image centering versus normalization based on the discriminant differential:
(a) Box plots of the sequence image error rate bounds on the validation sets (b) Box
plot of the increase in the sequence image error rate bounds when normalizing based on
the discriminant differential (c) Box plots of the foliage rejection rate (d) Box plot of the
increase in the foliage rejection rates when normalizing based on the discriminant differential
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Figure 4.14: The effect of varying the translation increment: (a) Box plots of the sequence
image error rate bounds on the validation sets (b) Box plots of the increase in the sequence
image error rate bounds when increasing the translation increment (c) Box plots of the
foliage rejection rates (d) Box plots of the reduction in the foliage rejection rates when
increasing the translation increment
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We now compare the 20×20 pixel image classifier with the 30×30 pixel image classifier
processing centered images. Figure 4.13 illustrates their relative performance. In terms of
classification performance, the 20×20 pixel image classifier consistently lags behind the 30×30
pixel image classifier by several percent over the fifty learning trials. Yet the 20×20 pixel
image classifier establishes a new standard in rejection performance by providing nearly
a factor of two improvement in the median rejection rate. This performance improvement
obviously comes at a price. Aside from the minor reduction in classification performance, the
computational cost of evaluating the classifier has increased by nearly an order of magnitude.
To reduce the computational burden, we investigated the effect of varying the translation
increment. Figure 4.14 shows the degradation in performance as the translation increment
is increased. It appears that the translation increment can be increased to 2 pixels without
a significant penalty in classification and rejection performance. We will now attempt to
obtain improvements in performance by modifying the image representation further.

4.5.4 The Role of the Intensity Data

When presented with an image of a moving object, we are given two types of information
about the object on which to base our classification decision. First of all, the image provides
a representation of the radiance [41] from the visible object surfaces. In addition, if the
image intensities are all greater than zero, the image implicitly provides a representation
of the object’s shape. Given the variability in outdoor lighting conditions and limited
image resolution, it is not clear that the intensity data will aid in discriminating between
individuals, groups of people and cars. At low resolution, it will be difficult to discern specific
object features. Therefore by reducing the original image to a binary image representing
the object shape, we can reduce the intraclass variance while preserving the discriminative
features of the images.

One of the additional benefits of processing binary images is that the nature of the
binary image space allows the logistic linear classifier to induce closed surfaces of constant
discriminant differential. Binary images lie on the surface of the hypercube [0, 1]N

2
. This

allows semi-infinite decision surfaces such as hyperplanes to generate localized decision
regions in the binary image space.

Comparing the rejection performance of the 20×20 pixel image classifiers processing
the original and binarized images in figure 4.15, we find that binarizing the imagery clearly
offers a significant advantage. At the same time, binarization does not degrade classification
performance on average. Given our success with this classifier, we selected this design for
further evaluation on the test data and implementation. The test sample classification and
rejection results for the classifier producing the minimum error rate bound on the validation
set are listed in tables 4.2 through 4.5. Figure 4.16 presents the classifier weights. Figure
4.18 presents the test sequence image error rate bounds over the fifty trials.

Notice that the classifier weights are clearly more structured than the weights corre-
sponding to the previous classifiers. In each discriminant function, one can now discern a
specific region of the weights that corresponds to the feature detector for the given object
class. Based on the configuration of the feature detectors, one would surmise that cen-
tered examples of individuals will generally remain in the center while examples of groups
of people are translated to the right and cars are translated to the left. The translation
histograms in figure 4.17, which illustrate how the examples from each class are translated,
confirm this conjecture.

The test results seem to indicate that we should expect good generalization performance
for known objects similar to those encountered in the dataset. Although the confidence
bounds on the class-conditional error rates are large, we expect that the sequence error
rate will be reasonable even in the worst case due to the integration of classification results
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Figure 4.15: The effect of binarizing the images: (a) Box plots of the sequence image error
rate bounds on the validation sets (b) Box plot of the reduction in the sequence image error
rate bounds after binarizing the images (c) Box plots of the foliage rejection rates (d) Box
plot of the increase in the foliage rejection rates after binarizing the images

Person People Car Rejected
Person 921 26 0 31
People 17 277 7 24
Car 0 23 875 39
Foliage 11 37 10 244

Table 4.2: Test image confusion matrix for the 20×20 pixel binary image classifier

Class Holdout Estimate 95% Confidence Interval
Person 0.028 [0.000,0.198]
People 0.051 [0.000,0.181]
Car 0.016 [0.000,0.128]

Table 4.3: Class-conditional sequence image error rate estimates for the 20×20 pixel binary
image classifier
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Person People Car

Figure 4.16: Classifier weights for the logistic linear classifier processing 20×20 pixel binary
images (Light regions correspond to positive weights and dark regions correspond to negative
weights)
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Figure 4.17: Translation histograms for the object classes (Negative translations are to the
left and positive translations are to the right)
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Class Holdout Estimate 95% Confidence Interval
Person 0.046 [0.000,0.216]
People 0.115 [0.000,0.245]
Car 0.052 [0.000,0.164]

Table 4.4: Class-conditional sequence image rejection rate estimates for the 20×20 pixel
binary image classifier

Class Holdout Estimate
Foliage 0.81

Table 4.5: Foliage rejection rate estimate for the 20×20 pixel binary image classifier
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Figure 4.18: Box plot of the test sequence image error rate bounds for the logistic linear
classifier processing 20×20 pixel binary images
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over time. Based on the foliage rejection performance, we believe the classifier will support
novel image sequence detection when the objects present distinctly different shapes from
the known objects. Further experimentation is needed to investigate the sensitivity of the
classifier to more subtle variations in shape. We will pursue this issue in the next chapter.

4.6 Comparison with Related Classifiers

There are several classifiers presented in the literature for real-time moving object classi-
fication. The majority of the classifiers base their decisions on a small number of object
properties such as height, area and aspect ratio [12, 31, 47]. These properties are determined
after localizing the object in the environment. Given such low dimensional feature spaces, it
will be impossible to reliably discriminate between objects with similar dimensions. There-
fore we do not expect these classifiers will support effective false alarm rejection and novel
image sequence detection. The majority of the papers describing these classifiers do not
address the issue of rejection. The CMU/VSAM group provides the only estimate of false
alarm rejection performance for their person-people-vehicle classifier. On a set of 48 false
alarm examples, the classifier achieves a rejection rate of 64.5%. This leaves a significant
margin for improvement.

Foresti [26, 27] has introduced the only other real-time appearance-based classifiers
for video surveillance. Each classifier bases the decision on a set of invariant features
extracted from a binary image. Since the papers do not clearly describe the nature of the
representations used in the experiments, it is difficult to comment on potential rejection
performance. No evaluation of rejection performance was presented in either paper.

4.7 Conclusions

From this series of experiments, we have demonstrated that efficient image classification
and rejection can be performed using a low complexity classifier in the context of the given
classification task. This is an encouraging first step. We will now review these results to
identify weaknesses and discuss improvements that will allow us to design low complexity
image classifiers for more complex classification problems.

Although the classification problem we addressed here was not particularly challeng-
ing, the identification of a suitable combination of image representation and partition was
nontrivial. Typically the core issues faced during the design of a pattern classification
system are issues of representation. This problem is no exception. To achieve an accept-
able balance between classification performance, rejection performance and computational
complexity, we selected various representations and evaluated their performance using the
available dataset. This can be a long and fruitless search. As the image normalization
experiments suggest, it is preferable to pose the learning problem such that representation
decisions are made by the learning procedure in the context of the classification problem.
We would ultimately like the learning system to search a given class of image representations
and partitions for classifiers that provide the appropriate balance between performance and
computational complexity. But for now, the designer will play an integral role in the design
process.

In our pursuit of variance reduction, we explored one option of modifying the image rep-
resentation. By coupling the image normalization process with the classifier, we managed
to achieve significant improvements in rejection performance. Yet it is not clear in hindsight
that normalization based on the discriminant differential offers the most efficient and effec-
tive solution. Recall once again the outcome from the learning procedure when normalizing
based on the discriminant differential. The logistic linear classifier formed distinct feature
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Person/People/Car

Person/People Car

Person People

Figure 4.19: Hierarchical binary image classifier

detectors for each object class in different regions of the weights. This allowed the classifier
to produce larger discriminant differentials since only one discriminant function will respond
when the active portion of the image is contained within the region corresponding to one
of the feature detectors.

Another approach that will allow us to achieve a similar end involves adding complexity
to the hypothesis class. By employing a multi-layer perceptron classifier instead of the
logistic linear classifier, for example, we can construct a larger set of feature detectors that
can be used to increase the differentials for the more challenging examples that lie near the
decision boundary when the images are normalized based on the center of mass. Yet in
order to avoid squandering the computational savings obtained by eliminating the classifier
evaluations for multiple translations, we should think carefully about the structure of the
classifier. As the classification problems that we address in the future become more complex,
it will become increasingly difficult to rapidly evaluate the image classifier and deliver
information to the user in real-time. Monolithic classifiers such as multi-layer perceptrons
which directly map a given input to one of C classes will not make this task any easier.

To ease the computational burden while maximizing the flow of information to the user,
we believe a hierarchical image classifier will be critical. In a hierarchical classifier, the image
is not directly mapped to a given object class. Instead, a series of classification decisions
are made which incrementally reduce the list of candidate object classes to the most likely
object class. The benefits of decomposing the decision process in this manner are twofold.
By incrementally eliminating hypotheses, we reduce the amount of computation required
to perform the discrimination. In addition, if the system is unable to complete the decision
cycle in time, the system can provide the user with a list of possible class labels. This list
can be refined further during continued observation of the object.

To provide a simple example of a hierarchical classifier, we decomposed the 20×20 pixel
binary image classifier into a hierarchical classifier composed of two logistic linear classifiers.
Figure 4.19 illustrates the decision hierarchy. By decomposing the classifier, we reduce the
number of dot products from three to one or two per translation depending on the path
taken through the tree. As the complexity of the classifier increases, the computational
savings should be even more significant. An interesting line of future research will be to
investigate how to automatically construct such a hierarchy.
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Chapter 5

Image Sequence Classification and
Novelty Detection

5.1 Overview

After defining the image classifier, our next objective is to define the class label distribution
classifier and evaluate the performance of the classification process. Using the image classi-
fier, we will generate the collection of class label distributions for the training and test image
sequences. Once we have selected a hypothesis class, we will learn a class label distribution
classifier from the data and evaluate the image sequence classification performance of the
classification process on the test set. Then we will evaluate the ability of the classification
process to assist the user in the detection of image sequences of unknown objects.

5.2 The Class Label Distribution Space

In order to simplify our evaluation of the class label distribution classifier, we begin by
attempting to visualize the class label distribution space L. The class label distribution
D(S) for a given image sequence S is a C+1-dimensional vector indicating the fraction of
images assigned to each possible classifier output. Each element D(S)i of the vector lies in
the range [0, 1] and

C+1∑
i=1

D(S)i = 1. (5.1)

Although the vector D(S) has C+1 dimensions, the intrinsic dimensionality of the class
label distribution space L is C. This is due to the fact that equation 5.1 allows one to derive
the remaining element in D(S) when C of the elements are specified.

Since the class label distribution space for the person-people-car classification task is
inherently three dimensional, we should be able to visualize this space. To determine the
shape of the space in three dimensions, we will investigate the geometric implications of the
above constraints on D(S). Consider equation 5.1 once again. If we subtract the fraction of
images D(S)reject rejected by the image classifier from both sides of the equation, we obtain

D(S)1 +D(S)2 +D(S)3 = 1−D(S)reject. (5.2)

This equation indicates that for a fixed rejection fraction D(S)reject, the class label distri-
butions must lie on the plane defined by equation 5.2. Furthermore, since D(S)i ∈ [0, 1],
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Figure 5.1: Planes of constant rejection fraction
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Figure 5.2: Class label distribution space

the class label distributions must also lie within the unit cube in R
3. Therefore only the

portion of the plane that is contained within the unit cube is a subset of the class label
distribution space L. Figure 5.1 illustrates several planes for various rejection fractions.
Since each plane corresponds to the set of all class label distributions with a given rejection
fraction, the class label distribution space L is simply the union of the family of planes

D(S)1 +D(S)2 +D(S)3 = 1−D(S)reject ∀ D(S)reject ∈ [0, 1]. (5.3)

This leads to a pyramidal volume in R
3 as illustrated in figure 5.2.

5.3 Learning to Classify and Rank the Class Label Distribu-

tions

To partition this space, a natural approach is to map the image sequence to the class label
that occurs most frequently when classifying the image sequence. Assuming the image
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Figure 5.3: Class-conditional discriminant differential densities for the person, people and
car classes

classifier produces the correct class label the majority of the time, this simple rule is all
that is necessary. In the context of our task, classification is not our only goal. We would
like to identify the observed image sequences that produce the lowest levels of classification
confidence. Therefore we need some measure of classification confidence that will allow the
classification process to rank the image sequences accordingly.

As we have discussed earlier, the approach we will employ involves learning a large
differential partition of the class label distribution space. In order to learn this partition
and evaluate its performance, we will classify the training and test images using the image
classifier and generate the corresponding class label distributions. Once again, we will select
a partition from the logistic linear hypothesis class for the class label distribution classifier.
Although the logistic linear classifier is unable to form closed decision regions in the class
label distribution space, the logistic linear classifier should produce differentials with low
likelihoods for novel image sequences that are successfully rejected by the image classifier.
Yet a more sophisticated hypothesis class may be required to distinguish between certain
types of classifier confusion.

In order to identify the image sequences with the lowest levels of classification confidence,
we will rank order the image sequences based upon the maximum likelihood ρ(δ∗(D)|ω∗).
If the maximum likelihood ρ(δ∗(D)|ω∗) increases monotonically with respect to δ∗ for all
possible class labels ω∗, we will rank order each set of image sequences labeled with a
given class label ω∗ based on the discriminant differential. Figure 5.3 presents the class-
conditional densities ρ(δk(D)|ωk) for the various object classes. Given the limited number
of test image sequences, it is impossible to state with confidence whether or not the class-
conditional densities ρ(δk(D)|ωk) monotonically increase with increasing differential δk. For
simplicity, we will assume the monotonicity does hold.
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Person People Car
Person 63 1 0
People 4 103 2
Car 0 3 144

Table 5.1: Test image sequence confusion matrix

Class Holdout Estimate 95% Confidence Interval
Person 0.016 [0.000,0.185]
People 0.055 [0.000,0.185]
Car 0.020 [0.000,0.132]

Table 5.2: Class-conditional sequence error rate estimates

Tables 5.1 and 5.2 detail the performance of the resulting logistic linear classifier on the
class label distributions for the test image sequences. Clearly, the classifier performs well
on the test set. Unfortunately, the limited number of test image sequences leads to loose
confidence bounds once again. A larger test set is required to improve our confidence in the
generalization performance of the classification process.

In order to visualize the partition produced by the learning procedure, we examined the
contours of constant discriminant differential in the plane of constant rejection fraction for
D(S)reject = 0. This plane corresponds to the plane farthest from the origin in figure 5.1.
The contours are shown in figure 5.4. Although there is clearly some bias visible in the
contours, the partition that we have learned appears to be approximately equivalent to a
simple discriminative rule. Following in the spirit of differential learning, consider ranking
the image sequences based on a class label distribution differential δCL defined as

δCL = max
i∈{1,2,3}

D(S)i − max
i�=k,k∈{1,2,3}

D(S)k. (5.4)

The contours of constant class label distribution differential in the plane are shown in
figure 5.5 for comparison. Since the majority of the training image sequences are classified
consistently, it is not surprising to discover that the learned partition is not significantly
biased towards certain types of classifier confusion.

To understand what types of classifier confusion are occurring, we examined the scatter
of the training and test data in the class label distribution space. Figures 5.6 through
5.8 present density plots of the training and test class label distributions for the various
classes along with the contours of constant discriminant differential.1 Ideally, we hope that
the image classifier reliably and consistently classifies the known object image sequences,
causing the examples to cluster near the lower right and upper left corners of the density
plots. For 80% of the image sequences from each class, the image classifier correctly labels
the images consistently. Based on the density plots, we observe that the majority of the
remaining image sequences induce one of two types of classifier confusion. Typically when
confusion occurs, the image sequences contain a mixture of correctly classified and rejected
images. In a number of other examples, the image sequences are assigned a mixture of
labels corresponding to the correct class and another related class.

1Recall that the classifier cannot discriminate between examples that lie on a contour of constant dis-
criminant differential.
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PeoplePerson

Car

Figure 5.4: Contours of constant discriminant differential for the logistic linear classifier in
the plane of constant rejection fraction for D(S)reject = 0 (The discriminant differential is
maximized at the vertices of the triangle)

Car

PeoplePerson

Figure 5.5: Contours of constant class label distribution differential in the plane of constant
rejection fraction for D(S)reject = 0 (The class label distribution differential is maximized at
the vertices of the triangle)
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Figure 5.6: Density plot of the class label distribution examples for the person class
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Figure 5.7: Density plot of the class label distribution examples for the people class
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Bicycle Truck Van
Images 148 1409 758
Sequences 25 166 89

Table 5.3: Composition of the dataset for the unknown object classes

5.4 Novel Image Sequence Detection

Now that we have defined the class label distribution classifier and evaluated the response
of the classification process when presented with image sequences from the known object
classes, we will investigate whether the classification process supports efficient novel image
sequence detection. For this evaluation, we assembled another set of image sequences of
bicycles, trucks and vans. The composition of the dataset is detailed in table 5.3. These
examples were combined with the test image sequences of individuals, groups of people
and cars to construct a representative set of observations from a new environment. Our
objective is to investigate whether the classification process is able to effectively separate
the unknown and known object image sequences by sorting based on the discriminant
differentials produced by the class label distribution classifier.

We begin by examining the scatter of the known and unknown object class label dis-
tributions in figures 5.9 through 5.11. Except for one bicycle image sequence, all of the
unknown object image sequences induce class label distributions that lie in the people-car
plane. This implies that the images of the unknown objects are generally rejected or classi-
fied as people or car. Considering the scatter plot for the bicycle examples, we find that the
majority of the bicycle image sequences induce classifier confusion. Typically, the bicycle
image sequences contain images that are classified as people or rejected. Since the majority
of the bicycle examples induce more significant classifier confusion than the known object
examples labeled as people or car, these examples will be among the first examined by the
user, as one would hope.

The scatter plots for the truck and van examples suggest that the classification process
is generally unable to distinguish between the various vehicle types. Except for a small
number of truck examples that are clustered near the decision boundary, the truck and van
image sequences are classified fairly consistently as cars. This is not surprising given the
low resolution imagery and limited classifier complexity. Several example image sequences
of cars, trucks and vans that are classified consistently as cars are shown in figure 5.12.
Examining the binary images, we see that there are subtle differences in the shapes that
may support discrimination between the vehicle classes. Yet the image classifier is unable
to capitalize on this information.

In order to quantify the novelty detection performance rigorously, two receiver operating
characteristic (ROC) curves were generated by varying differential rejection thresholds for
the people and car classes. These curves are shown in figures 5.13 and 5.14. Detection
performance is often characterized by the area under the ROC curve. This quantity is
referred to as the power of the detector. If the power is nearly one, the ROC curve must rise
rapidly toward the upper left corner of the plot. This indicates that a low error rate and
low false alarm rate can simultaneously be achieved. This can only occur if the differential
distributions for the known and unknown classes do not overlap significantly. Worst case
performance is indicated by a diagonal line with power of 0.5. This scenario is caused by
complete overlap of the distributions.

The ROC curves reinforce the conclusions drawn from the scatter plots. Within the
set of image sequences labeled as people, the known and unknown object image sequences
can be separated fairly well. Approximately 80% of the people image sequences can be
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Figure 5.8: Density plot of the class label distribution examples for the car class
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Figure 5.9: Scatter plot of class label distribution examples for the bicycle, people and car
classes
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Figure 5.10: Scatter plot of class label distribution examples for the truck, people and car
classes
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Figure 5.11: Scatter plot of class label distribution examples for the van, people and car
classes
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40x40 Pixel Image Sequences 20x20 Pixel Binary Image Sequences

Figure 5.12: Test image sequences of cars, trucks and vans classified consistently as cars

correctly classified while 70% of the bicycle image sequences are rejected. Unfortunately
the performance on the vehicle examples is not nearly as encouraging. The ROC curve is
essentially a diagonal line indicating the distributions overlap completely.

5.5 Conclusions

Although the classification process delivers promising image classification performance, the
utility of the process for efficient novel image sequence detection appears limited in the
context of the bicycle-truck-van experiment. Using the logistic linear classifier, the majority
of the truck and van image sequences were classified consistently as cars. This causes the
majority of the novel vehicle examples to be grouped with the majority of the car examples.
Without the aid of additional processes, the user must search through a large fraction of
data to identify these examples. This is exactly the outcome we wish to avoid.

The question we need to address now is what changes are necessary to prevent the
classification process from placing this burden of interpretation on the user. Since limited
classifier complexity leads to a poor representation of the support of the class-conditional
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Figure 5.13: Receiver operating characteristic curve generated by varying the differential
rejection threshold for the people class
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Figure 5.14: Receiver operating characteristic curve generated by varying the differential
rejection threshold for the car class
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image densities, one option is to employ a more complex hypothesis class. By improving
the representation of the support for the known object classes, the image sequences corre-
sponding to the unknown object classes will be more likely to induce classifier confusion.

The problem with this approach is that it is impossible to predict the performance gains
obtained at the expense of increased computational complexity. One of our fundamental
assumptions is that our knowledge of the environment is incomplete. Therefore the decision
regions learned for the known object classes may encompass other unknown object classes.
Given our need to minimize the complexity of the classification process to achieve real-time
performance, we should focus on designing an efficient classification process for the known
object classes that supports novel image sequence detection. Yet we should not expect the
classification process to be infallible.

We have been working toward developing an efficient classification process that classi-
fies high dimensional representations of moving objects. By operating in high dimensional
spaces, we hope to leverage the available discriminant information to support novel image
sequence detection. With the classification process based on the logistic linear image classi-
fier, we have demonstrated the capability to detect novel image sequences that are distinct
from the known object classes through classifier confusion. Now we require an additional
process to efficiently mine the examples that are classified consistently for additional novel
image sequences.

One possible approach involves using one of a myriad of clustering techniques along
with a model selection technique to automatically decompose the set of image sequences
into a set of image clusters. Assuming the image representation supports discrimination
between the known and unknown object classes, we expect that one or more of the image
clusters will correspond to the unknown object classes. Therefore the user can examine
several images from each cluster to efficiently assess the nature of the dataset.

Within the context of the bicycle-truck-van experiment, it is not clear that such a tool
would improve the efficiency of the search dramatically. The low image resolution may not
support reliable discrimination between the vehicle classes. Therefore distinct image clusters
corresponding to the novel object classes may not exist. In such cases, only a change in
the image representation will improve performance. Yet for scenarios where the deficiency
rests in the partition, coupling the classification process with an effective image data mining
process should provide a foundation for efficient novel image sequence detection.
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Chapter 6

Active Incremental Learning

6.1 Overview

In the previous chapter, we evaluated the utility of rank ordering the observed image se-
quences based on the discriminant differentials produced by the class label distribution
classifier. By rank ordering based on the differential, we focus the attention of the user
on the image sequences that produce the highest levels of classifier confusion in order to
support efficient novel image sequence detection. In this chapter, we will consider whether
this sequence selection method also supports efficient incremental learning of the object
classes.

6.2 The Process of Incremental Learning

In order to place the problem we are addressing into context, let us begin by presenting
our view of the incremental learning process. In contrast to batch learning where all of the
training data is presented to the learning algorithm at once, incremental learning involves
training on a series of examples that are presented at different instances in time. Within
the surveillance domain, we expect that the learning procedure will be provided with sets
of examples. This is in contrast to online learning where examples are presented to the
learning procedure one at a time.

As the sets of examples are presented to the learning procedure, the classifier must
adapt to incorporate the knowledge captured by the new examples. In order to achieve this,
modifications may be required to both the hypothesis class and the image representation.
These are significant research issues that we will not address in this thesis. Our focus will
be on example selection strategies that support rapid acquisition of the underlying concepts
from a limited number of labeled examples.

To evaluate the performance of a given example selection strategy, we will conduct a
series of experiments where a logistic linear classifier is incrementally trained to classify
individuals, groups of people and cars. Over the course of several cycles, small sets of
images are selected from unlabeled observations and labeled. Then the current classifier is
trained using the available labeled data. The initial classifiers used in all of the experiments
result from training on randomly selected sequences from each class. Thirty learning trials
are conducted during each experiment beginning with different initial classifiers. During
each cycle, the resulting classifier is tested on the disjoint test set used to evaluate the
binary image classifier. When comparing the example selection strategies, our interest will
lie in the rate of convergence of the sequence image error rate bound.
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Figure 6.1: Box plots of the test sequence image error rate bounds for random selection
when rejection is not permitted

6.3 Example Selection Strategies

6.3.1 Random Image Selection

The first selection strategy we will evaluate is a random selection procedure. This is to
establish a baseline for comparison. During each cycle, the unlabeled images are labeled
by the current image classifier. Then each image sequence is assigned the class label that
occurs most frequently within the sequence. After the image sequences are grouped by
class label, images are randomly selected from randomly selected image sequences in each
group. Only one image is selected from a given sequence each cycle in order to obtain an
independent set of images. This promotes stable convergence of the error rates.

Approximately fifty images are selected from each class initially by randomly selecting
sequences. Fifty images are then selected and labeled from each group of classified image
sequences in the following cycles. Each learning trial consists of five cycles. This implies
approximately 300 images from each class are used to train the image classifier in the final
cycle.

Given the limited amount of available training data, we cannot afford to have a separate
validation set for parameter adjustment. Learning parameters such as confidence will be
adjusted based on k-fold cross-validation in general. In the following experiments, the
parameter values are fixed.

Figure 6.1 presents the box plots of the sequence image error rate bounds for each cycle
when rejection is not permitted. It appears the error rate bounds converge fairly rapidly
using random selection, which suggests the person-people-car classification task is not very
challenging. Figure 6.2 compares the box plots of the cycle five error rate bounds with the
error rate bounds for the image classifiers trained and tested on the fifty partitions of the
dataset. Based on these box plots, we can see that the cycle five classifiers offer comparable
performance.

6.3.2 Active Sequence Selection

To improve on the rate of convergence exhibited in figure 6.1, we will now investigate active
selection of unlabeled image sequences based on the class label distribution differential
defined in equation 5.4. This discriminative rule is used instead of a learned mapping for
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Figure 6.2: (left) Box plot of the test sequence image error rate bounds for cycle five of the
random selection experiment (right) Box plot of the test sequence image error rate bounds
for the 50 random partitions of the dataset
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Figure 6.3: Box plots of the test sequence image error rate bounds for active sequence
selection when rejection is not permitted

convenience. In this experiment, the image sequences are classified, grouped by class label
and sorted based on the differential. Images are then randomly selected from the fifty image
sequences producing the lowest differentials in each group. Only one image is selected from
a given sequence each cycle.

Figure 6.3 presents the box plots of the sequence image error rate bounds over the five
cycles. Figure 6.4 presents the box plots of the reductions in the sequence image error
rate bounds achieved with active sequence selection. Based on these figures, we see that
active sequence selection does offer an increase in the rate of convergence on average. After
two cycles of active selection and incremental training, approximately 75% of the image
classifiers offer improvements in performance over their counterparts trained on randomly
selected images. Figures 6.5 and 6.6 compare the performance of the cycle two image
classifiers from the active sequence selection experiment with the cycle five image classifiers
from the random image selection experiment. These figures indicate training the image
classifier on the images from the actively selected sequences offers comparable performance
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Figure 6.4: Box plots of the reduction in the test sequence image error rate bounds achieved
after the transition from random image selection to active sequence selection
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Figure 6.5: Box plots of the test sequence image error rate bounds for cycle 2 of the active
sequence selection experiment and cycle 5 of the random image selection experiment

on average with approximately half the number of images.
Although these results suggest active sequence selection offers an advantage over random

selection, there are two aspects of this approach that may hinder performance under certain
conditions. Our major concern is the effect of randomly sampling from image sequences
with significant classifier confusion. If the confusion involves variation in the class labels
with minimal rejection, the likelihood of randomly selecting images that are misclassified
with large differentials is significant. Such examples may be difficult or impossible to classify
correctly. We want to avoid introducing these examples into the training set.

Another weakness may appear if a significant fraction of image sequences are of length
one. When an image sequence contains only one image, the image sequence is either clas-
sified with maximum or minimum confidence. This implies that if the available unlabeled
image sequences are all classified with confidence, the active selection procedure will offer
no benefit over random selection. This is due to the fact that the active selection procedure
randomly selects an image sequence when more than one image sequence produces the same
differential. In order to avoid such potential difficulties, we will examine another technique
that actively selects the images directly.
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Figure 6.6: Box plots of the reduction in the test sequence image error rate bounds when
actively selecting sequences for 2 cycles
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Figure 6.7: Box plots of the test sequence image error rate bounds for active image selection
when rejection is not permitted

6.3.3 Active Image Selection

Instead of randomly selecting images from actively selected sequences, we will now in-
vestigate active selection of unlabeled images based on the image classifier’s discriminant
differential. During each cycle, the unlabeled images are classified, grouped by class label
and sorted based on the differential. Then the fifty images producing the lowest differen-
tials in each group are selected. The fundamental assumption associated with this selection
technique is that the examples closest to the decision boundary are classified with the lowest
confidence.

Figure 6.7 presents the box plots of the sequence image error rate bounds over the five
cycles. Figure 6.8 presents the box plots of the reductions in the sequence image error
rate bounds achieved with active image selection. According to these figures, active image
selection does offer some benefit over random selection, but the gains are not particularly
significant when compared with those obtained from active sequence selection.

A troubling aspect of figure 6.7 is the fact that the variance of the error rate bound does
not appear to decrease significantly after cycle two. After examining the results for several
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Figure 6.8: Box plots of the reduction in the test sequence image error rate bounds achieved
after the transition from random image selection to active image selection

of the learning trials where convergence of the error rate bound is slow, we discovered that
the misclassified examples were not necessarily producing smaller differentials than the cor-
rectly classified examples on average. More often, the correctly classified and misclassified
examples produce differentials of comparable magnitude. In hindsight, this outcome is not
surprising. With the ability to translate the images to maximize the differential, there is
no compelling reason to believe that the misclassified examples will often lie closer to the
decision boundary than correctly classified examples. Therefore we should not expect this
strategy to support efficient identification of informative examples when using this image
normalization scheme. In light of this discovery, random image selection from the ambigu-
ous sequences is most likely not a detriment to active sequence selection, but the critical
component that gives the process an advantage.

6.4 Comparison with Related Example Selection Methods

The two techniques for active example selection that we have investigated in this chap-
ter are closely related to other methods discussed in the literature. Within the last ten
years, researchers have focused on methods for actively selecting examples from unlabeled
data. The general procedure involves selecting examples that are classified with the high-
est uncertainty. The discussion within the literature addresses the issue of quantifying the
uncertainty.

There appear to be two general approaches to this problem. The first approach involves
evaluating the uncertainty by quantifying the variation in the classifications across the
set of possible classifiers in the hypothesis class. MacKay [53] estimates the variance of
the classifier output in the context of a Bayesian framework. Others [76, 29, 1] evaluate
a committee of classifiers and compute a measure of uncertainty based on the classifier
outputs. This approach is referred to as query by committee.

The second approach discussed in the literature [51, 50, 14] involves selecting unlabeled
examples that lie closest to the decision boundary. Although it is widely accepted that this
measure provides an inferior assessment of uncertainty relative to the previous approaches,
this simple procedure has performed well in a variety of experiments. The most dramatic
demonstration of its success was presented by Lewis and Gale [51] in the context of a
text classification problem. Using an incremental learning procedure identical to the one
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presented in this chapter and a probabilistic classifier, they were able to construct classifiers
with comparable performance to classifiers trained on random samples 500 times larger.
The improvements obtained by Campbell et al. [14], on the other hand, were not nearly as
significant. When actively selecting examples based on the margin to train support vector
machines, Campbell et al. obtained sample size reductions of less than an order of magnitude
on several problems. As the authors point out, the benefit offered by active example selection
is dependent on the complexity of the underlying partition one is attempting to learn.

6.5 Conclusions

In this chapter, we have shown that active sequence selection based on the class label distri-
bution differential supports efficient incremental learning of the object classes in the context
of the person-people-car classification task. We have also addressed concerns about the per-
formance of the active sequence selection procedure by comparing the process against active
image selection based on the discriminant differential. Although active example selection
based on the margin/differential has proven to be successful in other experiments, we have
seen that active sequence selection is more appropriate for the specific image classifier used
in these experiments. In general, we expect that active sequence selection will prove useful
when classifying image sequences in the manner outlined in this thesis. It will be interesting
to investigate whether active image selection offers improvements in performance when the
image normalization procedure is not employed.
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Chapter 7

Implementation

7.1 Overview

Throughout this thesis, we have strived to develop a strategy for designing computationally
efficient classification processes that support collaborative classification. In the previous
chapters, we have evaluated the performance of the process for the person-people-car task
through a variety of experiments. Yet we have not investigated the runtime performance
of the process. In this chapter, we present an overview of the CMU Cyberscout distributed
video surveillance system, which employs the classification process, and provide performance
results for the current system.

7.2 CyberARIES: Agent-Based Software Architecture

7.2.1 Functional Requirements

In order to realize a distributed surveillance system, we must first define a framework for
coordinated sensing, processing and communication among the sensing systems. The path
that we have chosen to follow toward this objective involves defining an agent-based software
architecture for collaboration among individual sensor systems. Ideally, this architecture
will allow the operator to provide the distributed surveillance system with high level surveil-
lance objectives which in turn are decomposed automatically into a collection of taskings
for individual sensor systems. As the sensor systems collect data about the environment,
they will collaborate with one another to assemble a common interpretation of the environ-
ment. This will involve collaborative processing and control for detection, classification and
tracking. Once an interpretation is formed, the taskings for individual sensor systems are
then automatically updated in order to resolve remaining ambiguity or improve the system’s
ability to assess general activity in the environment. This way, the user achieves maximum
information gain with minimal input. In this section, we define the basic components of
the CyberARIES architecture designed to support these objectives.1

7.2.2 Architecture Fundamentals

7.2.2.1 The Agent

We begin our overview of the CyberARIES architecture by defining the basic building block:
the agent. We define an agent as software with the following properties:

1The principal architect of the CyberARIES architecture is Mahesh Saptharishi
<mahesh@andrew.cmu.edu>.
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Figure 7.1: General agent structure within CyberARIES

• Accepts stimuli from other agents

• Has steady state behavior in the absence of stimuli

• Can provide stimuli to other agents

The general agent structure within CyberARIES is shown in figure 7.1. The behavior of the
agent is defined by the agent run loop which is executed until either the operator terminates
the agent or the agent terminates itself. Communication between agents occurs through
connections between stimulus sources and sinks. A stimulus sink receives all incoming
messages (stimuli) from other agents and stores them until the agent run loop requests
a stimulus. A stimulus source receives stimuli from the agent run loop and attempts to
transmit them to the stimulus sink of the specified agent(s).

7.2.2.2 The Distribution Layer

Given that there will be no centralized or hierarchical control of the agents in the system,
communication among the agents will form the basis for allocation of processing and sensing
resources across the distributed surveillance system. Within CyberARIES, the distribution
layer is the communications infrastructure that is responsible for routing stimuli between
agents and regulating the flow of stimuli within the system 2. When an agent wishes to
send a stimulus to another agent, the distribution layer handles the details of establishing
the necessary connections to deliver the stimulus. During transmission, it also monitors
the arrival rate of stimuli relative to the processing rate of the receiving agents to ensure
that agents are not being overloaded. If the distribution layer detects a problem, it will ask
transmitting agents to reduce their rate of transmission.

Upon receiving such a request, an agent communicates with other agents to determine
if another agent has excess processing capacity to handle additional stimuli. If an agent
accepts the processing task, some stimuli bound for the original receiving agent are transmit-
ted to the volunteer. Otherwise, if no agent can accept additional stimuli, the transmitting
agent simply sleeps for a certain amount of time during each cycle of the agent run loop
in order to reduce its transmission rate. Using such simple interactions among agents, we
obtain a means for dynamic load balancing which utilizes emergent collaboration among the
agents to achieve these ends.

2In keeping with the spirit of our distributed architecture, the distribution layer is composed of a set of
distribution agents with one running on every processor in the distributed surveillance system.
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Figure 7.2: CyberScout ATV

Similar constraint-based processes that utilize the distribution layer may also lead to
emergent collaboration for perception as well. In such tasks, one challenge is to automat-
ically determine which agents should receive information derived from sensory data by a
given agent. By utilizing some utility measure, agents receiving such information can pro-
vide feedback to the distribution layer which in turn can be used to allocate communication
capacity to those connections which provide the most significant gains in perception perfor-
mance. In this way, the distributed surveillance system can learn to exchange information
among the agents in a manner that most effectively reduces uncertainty in the interpretation
of activities in the environment.

7.2.3 CyberScout Agent-Based Framework

In the CyberScout program, we utilize two retrofitted Polaris all-terrain vehicles (ATVs)
along with stationary sensor systems to perform tactical surveillance. One of the ATVs
is shown in figure 7.2. On each sensor system, one or multiple processors host a set of
agents that perform a variety of functions for perception, planning and control. Perception
agents are responsible for such tasks as change detection, classification, tracking, obstacle
avoidance and landmark detection. In the next section, we will focus on the perception
processes for surveillance.

7.3 Perception for Surveillance

7.3.1 Process Collaboration

As we have discussed previously, there are three processes that interpret the video streams:
change detection, region tracking and classification. Figure 7.3 illustrates the flow of in-
formation between the processes as the video is processed. The change detection process
nominates regions of significant intensity change in a given video frame and passes these re-
gions to the classification and region tracking processes. The classification process classifies
the regions and passes the class labels to the region tracking process. The region tracking
process attempts to match the candidate regions with regions from the previous frame and
passes the associations to the classification process. The classification process then updates
the object classifications based upon the class label histories of the objects. In the next
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Figure 7.3: Collaboration among the perception processes

section, we briefly review the change detection and region tracking processes employed in
the CyberScout system.

7.3.2 Process Descriptions

7.3.2.1 Change Detection

Typical background subtraction algorithms estimate the dominant mode of the video using
an autoregressive (AR) filter and nominate regions of the current frame where significant
intensity differences exist between the current frame and the background model. Such
processes are computationally efficient but are also sensitive to camera jitter and moving
foliage. The change detection process we employ [68] overcomes the weaknesses of the
standard background subtraction algorithm by supporting multi-model representations of
the background. Instead of capturing the dominant mode with a single AR filter, a set of AR
filters is used to estimate the centers and widths of the modes of the intensity distribution.
When a pixel value lies within the range of one mode, the pixel is assigned to the background
and the background model is updated. Otherwise, the pixel is nominated as a motion pixel.
Typically no more than four modes are required for a robust background model.

7.3.2.2 Region Tracking

In order to robustly correspond regions across a series of frames, the region tracking process
[69] considers the position and appearance variation of the regions. Using linear prediction
with multiple hypothesis tracking, the process attempts to correspond regions based on the
predicted positions of the tracked regions. If ambiguity arises, the candidate regions are
compared with the reference region from the previous frame to determine the best match.
The mechanism for matching regions is based on linear classifiers that are trained offline to
associate regions from a given class. An online procedure then adapts the weights of the
baseline linear classifiers for each tracked object to emphasize distinct features that simplify
the discrimination task.

7.3.3 Performance

On both the mobile and stationary sensor systems, one processor is dedicated to each video
stream. Within the current system, there are a mixture of Pentium II 350 MHz and Pentium
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Figure 7.4: Classifications overlaid on the original video

Figure 7.5: Classifications overlaid on the binary motion image
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III 500 MHz platforms with 128 Mb of RAM. Depending on the available computational
power and the number of objects in the scene, a given sensor system will generally operate
between 5 and 10 Hz. Figures 7.4 and 7.5 present classification results from the system while
in operation. During our evaluations of the system, we noticed that the image classifier was
having difficulty discriminating between the person and people classes when pairs of people
walked in close proximity such that one person partially occluded the other. This problem
was alleviated by processing all horizontal translations of the regions up to 10 pixels in
either direction.

7.4 Conclusions

The current system provides excellent performance at a rate that supports the timely as-
sessment of the state of the environment. Unfortunately, with the current classification
process, there is little computational margin left to increase the complexity of the clas-
sification process. As we discussed earlier in the thesis, we must employ a hierarchical
classification scheme and avoid the current image normalization procedure to address more
complex classification tasks. Since 63 dot products are computed for each image currently,
there should be enough computational resources to address more complex tasks using a
hierarchical approach. Yet we will need to investigate whether image normalization based
on the center of mass will yield adequate rejection performance.
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Chapter 8

Conclusions

8.1 Thesis Review

A distributed video surveillance system produces volumes of data when observing a given
environment. In order to derive relevant information from the data in a timely fashion,
tools are needed to limit the burden of interpretation on the user. Ideally, we would like
to maximize the amount of relevant information provided to the user while minimizing the
amount of context required from the user. In the introduction, we presented the inter-
pretation cycle as a candidate process for achieving this objective. This process relies on
collaboration between the system and the user to incrementally acquire the context neces-
sary to interpret the environment. Fundamentally, the success of the process depends on
the ability of the system to efficiently classify image sequences and identify novel image
sequences for efficient incremental learning of the object classes.

As we have discovered in this thesis, simultaneously satisfying these objectives is non-
trivial. In order to achieve computational efficiency, we need to employ a low complexity
image classifier and rely on the ability to observe moving objects over time from a variety of
perspectives to achieve robust performance. Yet in order to support novel image sequence
detection, we need to partition a high dimensional feature space. This may require addi-
tional complexity to successfully detect unknown objects and novel views of known objects.
The degree of our success will be determined by the complementary nature of the image
representation and hypothesis class.

To learn a partition of a given high dimensional feature space, we explored the utility of
large margin classification techniques. Theoretical and experimental results clearly support
the effectiveness of these techniques. Yet the common approaches of support vector learning
and boosting do not yield efficient representations of the partition due to the nature of their
construction. Differential learning provides another option to avoid this pitfall. Since the
hypothesis class must be specified prior to learning, we can constrain our search for efficient
large differential partitions to low complexity hypothesis classes.

Once the partition is learned, the definition of the image classifier is not complete.
We must constrain the decision regions by estimating the discriminant differential rejection
thresholds. Ideally, we would like to constrain the decision regions to regions of feature space
where there is sufficient data to support the decision. Unfortunately, a low complexity image
classifier that successfully classifies the known object classes may yield a poor representation
of the support of the class-conditional image densities for the known object classes. In
such cases, modifications to the image representation or hypothesis class may improve the
resulting partition. Yet the complexity of the image classifier is ultimately constrained by
the available computation.

Due to the limitations of the image representation and hypothesis class, we should not
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expect novel image sequences to always induce classifier confusion. In cases where a given
object presents views that are distinctly different from those encountered in the training
set, there is a high likelihood of observing classifier confusion. In other scenarios where the
deviations are less significant, classifier confusion is not as likely to occur. Therefore we
require an image data mining process to search for novel image sequences that are classified
consistently. We believe the combination of these methods for novelty detection will support
efficient incremental learning of object classes.

8.2 Contributions

Within the video surveillance domain, real-time surveillance systems have been developed
that interpret the environment based on context specified prior to deployment. Yet no
process has been introduced that facilitates efficient incremental learning of context. Our
main contribution in this thesis is the definition of a general classification process and as-
sociated principles for classifier design that support real-time image sequence classification,
novel image sequence detection and incremental learning. Specific additional contributions
include:

• Generalization of the conditions on the classification figure-of-merit (CFM) objective
function that must be satisfied in order to induce large differential partitions.

• Definition of a bound on the worst case performance of the image classifier based on
the sequence image error rate.

• Definition of minimax differential learning for learning minimax partitions of feature
space.

• Demonstration of a real-time appearance-based process for person-people-vehicle clas-
sification and confidence assessment.

8.3 Future Work

During the course of our investigation, we addressed a series of issues relating to the de-
sign and implementation of the classification process. A number of avenues remain to be
explored. Interesting directions for future research include:

• Modifying the learning procedure to directly estimate the support of the class-conditional
densities.

• Investigating procedures for adapting the image representation and hypothesis class
to support incremental learning.

• Defining a procedure for learning computationally efficient, hierarchical large differ-
ential classifiers.

• Developing methods for mining the observations for novel image sequences.
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Appendix A

Bounding a Classifier’s Error Rate

In order to evaluate generalization performance, a fraction of the available data is generally
withheld from the classifier design process and used to obtain an unbiased estimate of the
classifier’s error rate. Often such estimates are based upon a limited test set. Therefore we
would like to quantify our uncertainty in this estimate by computing associated confidence
bounds.

Given a disjoint, labelled test set

TM =
{(

XT1 ,ωT1
)
,
(
XT2 ,ωT2

)
, . . . ,

(
XTM ,ωTM

)}
, (A.1)

resulting from a series of independent trials, the holdout estimate P̂e of the error rate for
the classifier D(X) is defined as

P̂e =
1
M

M∑
i=1

eTi
(A.2)

where
eTi

= I{D(XTi )�=ωTi}. (A.3)

In this section, we will introduce an upper bound on the probability

P
(
Pe − P̂e ≥ ε SN

)
(A.4)

that the actual probability of error

Pe = E
[
D(X) �= ω SN

]
(A.5)

exceeds the holdout estimate P̂e by a margin ε given the training set SN . This bound is a
special case of Hoeffding’s inequality [40] which provides an upper bound on the probability
that the sum of a finite collection of bounded, independent random variables exceeds its
mean by a given margin. Our general overview of the derivation utilizes elements from the
proofs presented in [40] and [22].

The approach employed for bounding the probability relies on the following observation.
The probability in (A.4) can be reexpressed as the expectation

P
(
Pe − P̂e ≥ ε SN

)
= E

[
I{Pe−P̂e−ε≥0} SN

]
. (A.6)
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λ
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eβλ

Figure A.1: Bounding the indicator function

Since
I{λ≥0} ≤ eβλ (A.7)

for β ≥ 0 as depicted in figure A.1,

P
(
Pe − P̂e ≥ ε SN

)
≤ E

[
eβ(Pe−P̂e−ε) SN

]
. (A.8)

The remaining task is to evaluate the expectation and minimize the bound with respect to
β. This approach is known as the Chernoff bounding method [15].

In order to simplify matters, we will begin by restating the probability we wish to bound
as

P
(
Pe − P̂e ≥ ε SN

)
= P

(
Pe −

1
M

M∑
i=1

eTi
≥ ε SN

)
(A.9)

= P

(
M∑
i=1

Pe − eTi
≥ Mε SN

)
. (A.10)

Applying the above observation and manipulating the right hand side, we find

P

(
M∑
i=1

Pe − eTi
≥ Mε SN

)
= E

[
I{PM

i=1 Pe−eTi
−Mε≥0} SN

]
(A.11)

≤ E
[
eβ(
PM
i=1 Pe−eTi

−Mε) SN
]

(A.12)

= e−βMε E
[
eβ(
PM
i=1 Pe−eTi) SN

]
(A.13)

= e−βMε
M∏
i=1

E
[
eβ(Pe−eTi

) SN
]
. (A.14)

To bound the final expectation on the right hand side, we employ the bound

E
[
esX

]
≤ e

s2(b−a)2
8 (A.15)
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where EX = 0, a≤ X ≤ b and s > 0. A proof of this bound is presented in [22]. Given
E

[
Pe − eTi

SN
]
= 0 and Pe − 1 ≤ Pe − eTi

≤ Pe,

E
[
eβ(Pe−eTi

) SN
]
≤ e

β2

8 . (A.16)

Utilizing this result, we obtain

P
(
Pe − P̂e ≥ ε SN

)
= P

(
M∑
i=1

Pe − eTi
≥ Mε SN

)
(A.17)

≤ e−βMε
M∏
i=1

e
β2

8 (A.18)

= e
β2M

8
−βMε. (A.19)

Minimizing the bound with respect to β, we find β = 4ε which produces the bound

P
(
Pe − P̂e ≥ ε SN

)
≤ e−2Mε2. (A.20)

Following a similar argument, one can also prove that

P
(
P̂e − Pe ≥ ε SN

)
≤ e−2Mε2 (A.21)

[22]. Therefore if one combines the previous two bounds, another useful bound

P
(
|P̂e − Pe| ≥ ε SN

)
≤ 2e−2Mε2 (A.22)

is obtained.
Given the convenient form of the resulting bounds, the computation of various types

of confidence bounds is trivial. For example, if we require an upper bound on the holdout
estimate P̂e such that

P
(
Pe − P̂e ≥ ε SN

)
≤ 1− α, (A.23)

we can solve the equation
e−2Mε2 = 1− α (A.24)

to obtain the maximum deviation

ε =

√
−1
2M

ln(1− α). (A.25)
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Appendix B

Minimax Differential Learning

B.1 Introduction

The standard assumption often invoked in statistical pattern classification problems is that
the process giving rise to the training sample is stationary. This implies that the training
sample is representative of the types of examples we shall see in the future which gives
us hope of designing a classifier that will generalize to unseen examples. Unfortunately in
the context of surveillance, the class priors for a given environment are often a function
of time. In addition, class priors can vary significantly across environments. This leads
us to question minimizing the error rate over the training sample when the class priors
are unknown. We propose instead to minimize the maximum class-conditional error rate,
thereby minimizing the worst case error rate. We will investigate whether this is feasible in
the context of differential learning using the synthetic CFM objective function.

B.2 The Minimax Condition

To begin, let us first consider the general problem of minimizing the maximum class-
conditional error rate. Given a classifier that partitions the feature space X into C decision
regions {R1, R2, . . . , RC}, the classifier’s probability of error can be expressed as

Pe =
C∑
c=1

P(ωi)Pe|ωi
(B.1)

=
C∑
c=1

P(ωi)
∫
Ri

ρ(X|ωi)dX. (B.2)

where Ri = X−Ri. Assuming the class priors are unknown, the probability of error can vary
over the range defined by the minimum and maximum class-conditional error rates. In the
malicious environment, only examples from the class with the maximum class-conditional
error rate are presented to the classifier. Our goal is to adjust the decision regions such
that the worst case performance is minimized.

For simplicity, we will discuss the two class problem first. Assume for the moment that
the class-conditional error rates for the two classes are not equal. Using the notation Pe|ω(i)
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to indicate the ith largest class-conditional error rate, our assumption implies

Pe|ω(1)
> Pe|ω(2)

(B.3)∫
R(1)

ρ(X|ω(1))dX >

∫
R(2)

ρ(X|ω(2))dX (B.4)

> 1−
∫
R(1)

ρ(X|ω(2))dX (B.5)

In order to minimize Pe|ω(1)
, region R(1) must be expanded. We will now demonstrate that

as R(1) expands, the error rate difference Pe|ω(1)
−Pe|ω(2)

decreases, as one would anticipate.

If the new decision region R′
(1) = R(1) + ∆R(1), the complements of regions R′

(1) and

R′
(2) are

R′
(1) = X−R′

(1)

= X−R(1) −∆R(1)

= R(1) −∆R(1) (B.6)

R′
(2) = X−R′

(2)

= X−R(1) +∆R(1)

= R(2) +∆R(1). (B.7)

Therefore ∫
R′

(1)

ρ(X|ω(1))dX−
∫
R′

(2)

ρ(X|ω(2))dX

=
∫
R(1)−∆R(1)

ρ(X|ω(1))dX−
∫
R(2)+∆R(1)

ρ(X|ω(2))dX

=
∫
R(1)

ρ(X|ω(1))dX−
∫
R(2)

ρ(X|ω(2))dX−
∫

∆R(1)

ρ(X|ω(1)) + ρ(X|ω(2))dX. (B.8)

Since ∫
∆R(1)

ρ(X|ω(1))dX > 0 (B.9)

in order to obtain a reduction in the class-conditional error rate Pe|ω(1)
,∫

∆R(1)

ρ(X|ω(1)) + ρ(X|ω(2))dX > 0. (B.10)

This implies ∫
R′

(1)

ρ(X|ω(1))dX−
∫
R′

(2)

ρ(X|ω(2))dX

<

∫
R(1)

ρ(X|ω(1))dX−
∫
R(2)

ρ(X|ω(2))dX. (B.11)
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So as the partition is iteratively refined, the class-conditional error rates converge. Ulti-
mately the minimization produces a partition where∫

R1

ρ(X|ω1)dX =
∫
R2

ρ(X|ω2)dX = ε. (B.12)

Substituting this result into equation B.2, we find that

Pe = ε

C∑
c=1

P(ωi) (B.13)

= ε (B.14)

which clearly indicates the error rate for this classifier is invariant to the class prior proba-
bility distribution.

This argument extends to the C class problem as well. As long as there exists at least
one class with an error rate less than the class(es) with the maximum class-conditional error
rate, the decision regions can be modified to reduce the maximum class-conditional error
rate while increasing the class-conditional error rates of one or more classes. A minimax
partition is achieved when the condition∫

R1

ρ(X|ω1)dX =
∫
R2

ρ(X|ω2)dX = . . . =
∫
RC

ρ(X|ωC)dX (B.15)

is satisfied for the specified partition. Ideally, we would like to identify the optimal minimax
partition which obtains the minimum error rate over the set of all possible minimax parti-
tions. Yet in practice, we will be limited to searching for the minimax partition admitted
by the hypothesis class with the minimum error rate, if such a partition exists.

B.3 Minimax Learning and CFM

Now that we understand the condition that must be satisfied in order to obtain a minimax
classifier, we will investigate whether a learning strategy similar to the approach above
can be used in conjunction with the synthetic classification figure-of-merit (CFM) objective
function to learn minimax classifiers. We will assume that an unlimited amount of training
data is available. We begin by evaluating CFM once again in the limit of infinite training
data. Recall that CFM is expressed as

CFM
(
SN |θ

)
=

1
N

N∑
i=1

σ(δk(Xi|θ), ψ) (B.16)

for a finite sample of size N where the class label for the ith example ωi = ωk. As the
number of training examples grows asymptotically large, CFM(SN |θ) converges in proba-
bility to the expected value of CFM over X ×Ω where Ω is the class label space. Expanding
EX,Ω[σ(δ(X|θ), ψ)], we obtain

EX,Ω[σ(δ(X|θ), ψ)] =
C∑
c=1

P(ωc)EX|Ω[σ(δ(X|θ), ψ)|ωc] (B.17)

=
C∑
c=1

P(ωc)
∫

σ(δc(X|θ), ψ)ρ(X|ωc)dX. (B.18)
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Figure B.1: The synthetic CFM objective function

Assuming once again that the class priors are unknown, the strategy we wish to investigate
involves maximizing

min
c

EX|Ω[σ(δ(X|θ), ψ)|ωc] = min
c

∫
σ(δc(X|θ), ψ)ρ(X|ωc)dX. (B.19)

As in the previous section, we expect the maximization process to produce a partition which
satisfies ∫

σ(δ1(X|θ), ψ)ρ(X|ω1)dX =
∫

σ(δ2(X|θ), ψ)ρ(X|ω2)dX = . . .

=
∫

σ(δC(X|θ), ψ)ρ(X|ωC)dX. (B.20)

Our objective now is to determine under what conditions is the minimax condition∫
R1

ρ(X|ω1)dX =
∫
R2

ρ(X|ω2)dX = . . . =
∫
RC

ρ(X|ωC)dX (B.21)

satisfied.
In order to address this question, we need to reexamine properties of the synthetic CFM

objective function σ(δ, ψ). σ(δ, ψ) is a monotonic function of the discriminant differential
δ. The shape of the objective function varies between a step function and a line over the
domain [-1,1] as the confidence parameter ψ increases from 0 to 1. When δ > ψ, σ(δ, ψ) = 1.
Figure B.1 illustrates the various forms of CFM for a range of confidence parameters.

First let us consider the trivial case when ψ = 0. σ(δ, 0) = u(δ) where u(x) is the
Heaviside step function. Substituting into equation B.20, we find∫

σ(δi(X|θ), ψ)ρ(X|ωi)dX =
∫

u(δi(X|θ))ρ(X|ωi)dX

=
∫
Ri

ρ(X|ωi)dX. (B.22)
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Since ∫
Ri

ρ(X|ωi)dX = 1−
∫
Ri

ρ(X|ωi)dX, (B.23)

we see that the minimax condition is indeed satisfied. This is no surprise since when ψ = 0,
σ(δi, 0) is simply an indicator function for the decision region Ri associated with the given
class ωi.

Unfortunately, when the objective function is a step function, we cannot apply gradient
descent approaches to learn a minimax classifier. Therefore we move now to the more
interesting scenario where ψ > 0. Consider partitioning the integral∫

σ(δi(X|θ), ψ)ρ(X|ωi)dX (B.24)

into two integrals over disjoint regions of the feature space X. The first integral will be over
the region Rδi>ψ in X where σ(δ, ψ) = 1. The second integral will be over the complement
of this region. This yields∫

σ(δi(X|θ), ψ)ρ(X|ωi)dX =∫
Rδi>ψ

ρ(X|ωi)dX +
∫
Rδi>ψ

σ(δi(X|θ), ψ)ρ(X|ωi)dX. (B.25)

Examining this decomposition, we notice first of all that the minimax condition is trivially
satisfied if the class-conditional densities are separable. In other words, if every example
in the feature space X maps to only one class label, there exists a classifier such that
δi(X|θ) > ψ for all examples associated with ωi. Therefore∫

Rδi>ψ

σ(δi(X|θ), ψ)ρ(X|ωi)dX = 0 (B.26)

and the minimax condition is satisfied.
In the majority of classification problems we encounter, the class-conditional densities

overlap. So our primary interest is in the general case where no assumptions are placed
upon the distributions. Judicious exploitation of the confidence parameter ψ during the
maximization of

min
c

∫
σ(δc(X|θ), ψ)ρ(X|ωc)dX (B.27)

will be critical to approach the minimax solution admitted by the hypothesis class which
has the minimum worst case error rate.

The learning procedure we will investigate in the future involves annealing the confidence
parameter ψ during the optimization process. Beginning with ψ = 1, we will maximize the
minimum class-conditional CFM until the value converges. Then we will reduce confidence
and repeat the optimization process. Our objective is to maximize the number of examples
with differentials δ > ψ. In this way we are minimizing the contribution of the integral∫

Rδi>ψ

σ(δi(X|θ), ψ)ρ(X|ωi)dX (B.28)

to equation B.25 and converging on a minimax solution. In the scenario where an infinite
amount of training data is available, ψ can be reduced to zero so that we are guaranteed to
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B. Minimax Differential Learning 103

obtain a minimax solution. Yet with a finite amount of data, confidence reduction beyond
a certain level is unwarranted since a small fraction of the training data will determine
the placement of the decision boundaries. Cross-validation will be important for avoiding
overfitting of the training data.
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Appendix C

Logistic Linear Surfaces of
Constant Discriminant Differential

Given the largest discriminant function g(1)(X|θ(1), θb(1)) and the next largest discriminant
function g(2)(X|θ(2), θb(2)) corresponding to the vectorized image X, the discriminant differ-
ential δ(X|θ) is defined as

δ(X|θ) = g(1)(X|θ(1), θb(1))− g(2)(X|θ(2), θb(2)) (C.1)

=
1

1 + e
−θT

(1)
X−θb(1)

− 1

1 + e
−θT

(2)
X−θb(2)

(C.2)

where
θ =

[
θ(1) θb(1) θ(2) θb(2)

]
. (C.3)

The principal hyperplanes associated with the discriminant functions are defined as

θT(1)X + θb(1) = 0 (C.4)

and
θT(2)X + θb(2) = 0. (C.5)

Our objective is to show that the surfaces of constant discriminant differential become
parallel to the nearest principal hyperplane as one moves along a surface of constant dis-
criminant differential away from the principal hyperplane intersection. We will demonstrate
this by showing that as one moves along a path parallel to a principal hyperplane away from
the principal hyperplane intersection, the gradient of the discriminant differential becomes
normal to the hyperplane.

We begin by computing the gradient of the discriminant differential ∇Xδ(X|θ) with
respect to the vectorized image X. We find

∇Xδ(X|θ) =
∂

∂X

[
1

1 + e
−θT

(1)
X−θb(1)

− 1

1 + e
−θT

(2)
X−θb(2)

]
(C.6)

=
e
−θT

(1)
X−θb(1)(

1 + e
−θT

(1)
X−θb(1)

)2 θ(1) −
e
−θT

(2)
X−θb(2)(

1 + e
−θT

(2)
X−θb(2)

)2 θ(2). (C.7)
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Simplifying the exponential terms, we obtain

∇Xδ(X|θ) =
1

2 + e
θT
(1)

X+θb(1) + e
−θT

(1)
X−θb(1)

θ(1) −

1

2 + e
θT
(2)

X+θb(2) + e
−θT

(2)
X−θb(2)

θ(2) (C.8)

=
1

2
(
1 + cosh

(
θT(1)X + θb(1)

)) θ(1) −

1

2
(
1 + cosh

(
θT(2)X + θb(2)

)) θ(2). (C.9)

Since cosh(X) is an even function,

∇Xδ(X|θ) = 1

2
(
1 + cosh

(
|θT(1)X + θb(1) |

)) θ(1) −
1

2
(
1 + cosh

(
|θT(2)X + θb(2) |

)) θ(2).

(C.10)
In order to fully understand this equation, let us consider the geometric interpretation

of the function
hi(X) = |θT(i)X + θb(i) |. (C.11)

Given the vector X0 that is parallel or antiparallel to θ(i) and satisfies

θT(i)X0 + θb(i) = 0, (C.12)

hi(X) can be expressed as

hi(X) = |θT(i)X − θT(i)X0| (C.13)

= ‖θ(i)‖ ‖X −X0‖ | cos(γ)| (C.14)

= ‖θ(i)‖ d(i)(X) (C.15)

where γ is the angle between θ(i) and X − X0. This form indicates hi(X) is the distance
d(i)(X) from X to the principal hyperplane weighted by the magnitude of θ(i). Therefore
equation C.10 can be written as

∇Xδ(X|θ) = 1
2
(
1 + cosh(‖θ(1)‖ d(1)(X))

) θ(1) −
1

2
(
1 + cosh(‖θ(2)‖ d(2)(X))

) θ(2) (C.16)

which provides an intuitively appealing result. Now consider moving along a path parallel
to the principal hyperplane defined by [θ(1) θb(1) ] away from the principal hyperplane inter-
section. This implies d(1)(X) remains constant while d(2)(X) tends toward infinity which
drives the corresponding scale factor for θ(2) toward zero. So in the limit,

∇Xδ(X|θ) = 1
2
(
1 + cosh(‖θ(1)‖ d(1)(X))

) θ(1) (C.17)

which indicates the surface of constant discriminant differential becomes parallel to the
principal hyperplane as the distance from the principal hyperplane intersection increases.
The same argument can be made for the case where one moves along a path parallel to the
principal hyperplane defined by [θ(2) θb(2) ].
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Appendix D

Sorted Image Sequences

Below are a series of image sequences from the dataset used to evaluate the utility of the
classification process for novel image sequence detection. Each set of image sequences is
presented in the order of increasing discriminant differential.

Example Image Sequences Labeled as Person
Person Rejected Person People Person

Person People Person People People

Person People Person People Person

Person Rejected Person People People

People People People Person People

Person Person Person Person Person
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Rejected Rejected Person Person Person

Person People Person Person Person

Person Person Person Rejected Rejected
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Example Image Sequences Labeled as People
People People People People People

Vehicle Vehicle Vehicle Rejected Vehicle

Rejected Rejected Rejected Rejected Rejected

Rejected Rejected Rejected Rejected Rejected

People Car Car Car People

People People People People Car

Car Car Rejected People People

Car Car Car Rejected People

People People People People People

People Car People People People
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Rejected People People Car Car

Car Car Car People People

People People People People People

Rejected Rejected People

Rejected Rejected People

People People Rejected People Rejected

Rejected Rejected Rejected Rejected

Rejected Rejected People Rejected People
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Example Image Sequences Labeled as Car
Car Rejected People

People Rejected People Rejected People

People Car Car Car Car

Rejected Rejected Rejected Rejected Rejected

Rejected Rejected Car Rejected Rejected

People Rejected Rejected Rejected Car

Car Rejected

Car Car Car Car Car

Rejected People People People People

Car Car Car Car Rejected
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People People Car People People

Rejected Rejected Rejected Rejected Rejected

Rejected Rejected Rejected Car Car

Car Car Car People People

People People Car Car

Rejected People People People Car

Car Car Car Car

Rejected People Rejected Rejected Car

Rejected Car Rejected Car Car
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Appendix E

Thesis Defense Discussion

This section addresses two discussion points from the thesis defense.

Image Normalization and Differential Maximization

A question was raised about the validity of the approach of selecting the image translation
that maximizes the differential. This concern stemmed from the belief that the maximum
differential provides a potentially misleading measure of the margin. It is true that a large
differential does not necessarily imply that the example is classified with confidence when
normalizing based on the differential. Several translations may produce differentials of
nearly equal magnitude that correspond to different class labels. Therefore a minor change
in the image may produce a change in the class label in such situations, regardless of the
magnitude of the maximum differential.

In order to properly measure separability, we should redefine the measure of the margin.
One suggested definition was the following. Instead of normalizing the image such that the
differential is maximized, consider maximizing the output of each discriminant function over
the range of possible translations prior to evaluating the differential. Mathematically this
amounts to computing the differential

δ(X|θ) = g̃(1)(X|θ)− g̃(2)(X|θ) (E.1)

based upon the output from the discriminant functions

g̃k(X|θ) = max
n

gk(T (X,n)|θ). (E.2)

Preliminary experimental results indicate that this measure does not offer improvements
in either classification or rejection performance. Further investigation is needed to fully
address this issue.

Bounding the Worst Case Performance

One committee member expressed concern about the effect of minimizing an upper bound
on the worst case error rate. Recall that the worst case error rate is defined as the maximum
class-conditional error rate. Given the class-conditional error rate estimates were based on
relatively small samples, we chose to compute an upper bound on each class-conditional
error rate estimate and select the maximum upper bound as our worst case bound. If
minimizing the Hoeffding bound leads to poor performance, one may need to employ a
more sophisticated measure of uncertainty. A margin-based bound should provide a better
characterization of classifier performance than the Hoeffding bound which is only a function
of the sample size.
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